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Some considerations about causes and effects in studies of performance-based research funding
systems

1. Introduction

We  thank the Editor for providing us with the opportunity to reflect and comment upon the critique of Linda Butler’s anal-
yses of the potential effects of the Australian performance-based funding system (PRFS) in the article by Van den Besselaar,
Heyman, and Sandström (2017; hereafter van den Besselaar et al.) in this special section of Journal of Informetrics.

In 2010 Butler wrote that “[a]ssessing the impact of performance-based research funding systems (PRFS) is a fraught exercise,
which perhaps explains the paucity of broad authoritative texts on the subject”  (Butler, 2010, p. 128). As it is well known to most
readers of this journal, Butler herself has conducted one of the few authoritative studies on this subject (documented e.g.
in Butler, 2002, 2003a, 2003b, 2004). Her study has since then not only been an almost mandatory reference point for other
articles on this subject. It has also influenced both policy discussions and designs of PRFS around the world. In this light
the present article by van den Besselaar et al. should be welcomed as it gives us an occasion to revisit and discuss Butler’s
seminal work. However, as Butler also highlights in her quote above, examining effects of PRFS is an extremely challenging
task. These challenges will be our main focus in this commentary, where some of the problems associated with attributing
behavioral causality to PRFS are discussed. First, we outline some basic conditions which should be met in order to attribute
causality to PRFS. Secondly, we compare the approaches of Butler and van den Besselaar et al. with regard to these issues.
Finally, we round off with a few concluding remarks

2. Attributing causality to PRFS

In several of her publications, Butler uses causal language suggesting that the Australian “funding formula” and its imple-
mentation caused pivotal changes in publication behavior among university researchers. The result was higher publication
activity in general, but noticeably, the increase was relatively strongest in journals with lower Journal Impact Factors (e.g.,
Butler, 2003a, 2004). According to Butler the direct consequence was  a corresponding decline in overall Australian citation
impact. In their article, van den Besselaar et al. also make causal claims, but these are partly opposite to Butlers. The authors
claim that the Australian funding model did indeed cause higher productivity, but that the productivity increase eventually
led to higher national citation impact instead of a decline. Both parties acknowledge the problems of attributing causality
in a strict sense, but the causal claims are nevertheless prominent throughout the contributions.

This is however not particular for these two studies. Causal language and corresponding claims are rife in the social sci-
ences, giving the impression that many causal relationships are well established and seemingly straightforward to document
using various designs and modelling techniques. But in reality the examination of causal effects from non-experimental data
poses immense challenges and requires a lot of ingenious work. In the following we  will for both the study of Butler and the
study of van den Besselaar et al. discuss some of the minimum conditions for causal claims to be valid, including the presence
of precedence, correlation, and non-spuriousness. In relation to PRFS there are in most cases fundamental challenges to all
of the three conditions outlined above.

2.1. Precedence

The first condition concerns the simple fact that cause needs to precede effect. But even such a basic condition can
sometimes be surprisingly difficult to substantiate. The question of when exactly a specific PRFS de facto took effect is often
ambiguous due to the way  in which the long and complex multi-level implementation processes play out. Also the question
of time lags is much more complicated than often assumed. While it may  be reasonable to operate with a substantial time
lag in relation to project funding, the situation is less straightforward with regard to PRFS. Institutions and individuals can
in this situation change their behavior more or less from day to day. Outlet strategies can be altered until the last day before
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submission, and old drafts which were forgotten in the drawer can suddenly be transformed into submissions if the situation
requires it. Behavior can even change before the cause has been implemented based on expectations.

Also the second condition concerning correlation can be challenging when we use bibliometric indicators as the depen-
dent variable. There are a number of issues which should be considered here. One has to do with the fact that we  are working
with dynamic databases characterized by strong growth over time in number of journals, number of articles within journals,
and number of references and citations attributed to each article. These developments severely challenge the interpretation
of time series. Another factor has to do with the effects of increased internationalization over time in terms of co-authorships,
which results in auto correlation between the developments of individual countries. Finally, a third factor relates to the vast
degrees of freedom with regard to selection of indicators, time-periods, length of citation windows, counting methods,
choice of database etc. When effects are big, these choices may  not alter the overall picture much, but when effects are more
modest, these effects may  in reality be artefacts of methodological choices rather than effects of the PRFS under examination.
In some cases there may  not be much choice for the individual researcher (when InCites

®
or other applications are used),

but the effects of the choices made by the companies behind the databases may still be equally important.
The third and final factor, non-spuriousness, relates to the question of how to isolate the effects of a specific PRFS in a

non-experimental setting, when everything else is in constant flux. The long time-frames necessary to be able to detect any
noteworthy patterns make it almost impossible to hold anything constant, neither by design or statistics. Deep contextual
knowledge is therefore necessary to interpret the bibliometric macro data as a number of potential confounding variables
always need to be considered; although the number of these essentially is unknown. This is in particular the case when
assessments of PRFS have the focus on macro-trends only; i.e. where causality is claimed from the macro-intervention to
macro-effects. The actual behavior we aim to explain, is however taking place at the meso- and micro-levels: at different
institutions where the intervention may  have been translated into local policies in various ways; within different scientific
fields and different researcher cohorts with different publication cultures and incentive structures; and under very different
contextual conditions. To assume that a macro-intervention will influence all actors uniformly is thus highly unrealistic.

2.2. Implications for studies of PRFS

Studies of PRFS accordingly have to be extremely carefully designed in order to minimize the effects of these and other
challenges, and considerable caution has to be shown when conclusions are drawn based on imperfect data, under-developed
concepts, weak causal designs and uncertain assumptions. How robust the results of a particular study are, thus depends
on the design, the data and the methodological choices made along the way. The next section discusses the way in which
Butler and van den Besselaar et al. have dealt with these issues.

3. A comparison of the approaches of Butler and van den Besselaar et al.

Based on these general challenges to the assessments of PRFS, it is no surprise that the studies of both Butler and van den
Besselaar et al. must be considered weak from a strict research design perspective with regard to their ability to attribute
causality. A “strong” design-based approach would systematically model conditions of causality such as correlation, prece-
dence and non-spuriousness in a “controlled” setting with proper comparison groups enabling counterfactual analyses
between them.

While weak compared to an ideal situation, Butler’s study is, however, relatively strong compared to other studies of PRFS
in general − and to the study of van den Besselaar et al. in particular. This is especially the case with regard to the question
of non-spuriousness.  Butler examines her presented developments in a (more or less) orderly way. She examines some
potential spurious relations (e.g., influx of research staff to the system), disaggregates outcomes to main fields and presents
and discusses suitable controls or “counterfactual-like” units of analysis (e.g., sector research institutions not included in the
PRFS, and universities with different policies towards publication rewards and hiring). By disaggregating and isolating her
data Butler thus makes a fairly convincing comparative analysis. Another strong feature of Butler’s study is her extensive
contextual and historical knowledge. This is imperative for a solid analysis.

The causal design in the study by van den Besselaar et al., on the other hand, is clearly inferior to Butler’s with regard to
this factor. The claim about higher productivity eventually leading to higher impact therefore merely ends up as a postulate.
Linking the claim to Simonton’s “theory” of creativity constitutes no causal evidence whatsoever (Simonton, 2004). In com-
parison to Butler’s design there are two major differences: First, the study by van den Besselaar et al. is a pure macro–macro
design, in contrast to Butler who uses the meso-level to substantiate her claims. The inclusion of the meso-level is essentially
what enables the counterfactual analysis in her case. Secondly, the contextual knowledge in the study by van den Besselaar
et al. appears to be largely missing. This also weakens their claims substantially.

There is however one point in the critique of Butler which deserves further scrutiny. Van den Besselaar et al. raise a central
question in relation to precedence: When did the effect(s) actually set in? As argued above, precedence is crucial to causal
analyses, i.e. the time order between the cause and its potential effect. Both pre-implementation expectations and/or lag of
effects can however make it very difficult to disentangle and isolate the “real” effects of a PRFS. Indeed, both Butler and van
den Besselaar et al. are very aware of this issue, but they nevertheless disagree substantially in their assumptions. Butler
argues for the effects of an expectation period previous to the actual implementation in 1996, while van den Besselaar et al.
argue for the exact opposite: that the effects of the PRFS would be unlikely to materialize before a lag period of 1–2 years from
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