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a b s t r a c t 

In this paper we present a segmentation proposal method which employs a box-hypotheses generation 

step followed by a lightweight segmentation strategy. Inspired by interactive segmentation, for each au- 

tomatically placed bounding-box we compute a precise segmentation mask. We introduce diversity in 

segmentation strategies enhancing a generic model performance exploiting class-independent regional 

appearance features. Foreground probability scores are learned from groups of objects with peculiar char- 

acteristics to specialize segmentation models. We demonstrate results comparable to the state-of-the-art 

on PASCAL VOC 2012 and a further improvement by merging our proposals with those of a recent solu- 

tion. The ability to generalize to unseen object categories is demonstrated on Microsoft COCO 2014. 

© 2016 Elsevier Inc. All rights reserved. 

1. Introduction 

Automatic object segmentation is among the oldest topics in 

computer vision, and apparently one of the hardest, in view of the 

results obtained thus far. Other topics, such as image recognition 

and image search, have increased from a poor to a solid perfor- 

mance in just a decade. While first ignoring location information 

altogether ( Jégou et al., 2010; Perronnin et al., 2010; Uijlings et al., 

2010 ), recognition and search have recently reintroduced locality 

where it now plays an important role ( Carreira et al., 2012a; Ui- 

jlings et al., 2013 ). We can obtain object localization in the form 

of a set of box-hypotheses ( Cheng et al., 2014; Zitnick and Dollár, 

2014 ) or precise segmentation masks ( Carreira and Sminchisescu, 

2012; Endres and Hoiem, 2014; Krähenbühl and Koltun, 2014 ). 

Inspired by interactive segmentation, where every object is 

perfectly inscribed in a user-placed bounding-box and then seg- 

mented, our goal is to start from a set of automatically obtained 

bounding-boxes and for each of them extract a precise segmenta- 

tion ( Weiss and Taskar, 2013 ). A clear problem with respect to the 

interactive segmentation setting is that the number of object can- 

didates to analyze is in the order of 10 0 0 per image and not only 1 

per object, leading to large running times ( Weiss and Taskar, 2013 

reports 6 to 10 min per image). We aim to develop a method to 

refine box-hypotheses scalable to thousands of proposals. 

As objects may be discriminated from the background on the 

basis of their edge information, their texture, or other appear- 
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ance cues, it is unlikely that there exists one single model for 

generic object segmentation ( Kuang et al., 2012; Malisiewicz and 

Efros, 2007 ). Differentiation and combination of several segmen- 

tation strategies is necessary to control object diversity ( Uijlings 

et al., 2013 ). One extreme approach for diversity is to build a new 

segmentation model for each new class of objects ( Dai and Hoiem, 

2012; Weiss and Taskar, 2013 ). A recognition step is thus required 

to select the appropriate model. Class-specific segmentation mod- 

els are hard to apply in large-scale applications ( Lin et al., 2014 ), 

and they are by definition not applicable to an unknown class 

of objects. We use the progress in the field of segmentation to 

strive for a class-independent approach ( Endres and Hoiem, 2014; 

Krähenbühl and Koltun, 2014 ), while introducing diversity in the 

segmentation strategy to enhance its generic performance where 

needed ( Fig. 1 ). 

Our approach starts with box-hypotheses built from edge statis- 

tics ( Zitnick and Dollár, 2014 ). On the basis of lightweight super- 

pixel features, we assess the probability of belonging to the fore- 

ground. The use of spatially-smooth visual features (e.g. geodesic 

distance) allows for accurate segmentations while avoiding any 

time-consuming regularization ( Boykov and Jolly, 2001 ). Rather, we 

rely on a simple threshold of the foreground probabilities to gen- 

erate the binary segmentations. We also avoid any proposal re- 

ranking ( Carreira et al., 2012a; Endres and Hoiem, 2014 ) delegat- 

ing the ranking to the stage of the box-hypotheses. These choices 

allow for a fast segmentation proposal generation. 

During training, diversity is included by unsupervised cluster- 

ing, sorting objects into different types on the basis of regional ap- 

pearance features. Ideally, each cluster contains a specific group of 

objects suited for a specific segmentation approach. For each group 
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Fig. 1. Segmentation strategy diversification is employed to produce diverse pro- 

posals. 

of objects, specialized segmentation models are learned. The same 

features are used to assign an unknown object to one of these clus- 

ters when applying the algorithm. 

Our contributions are: 

1. We propose a fast and class-independent segmentation tech- 

nique, starting from recent methods for generating box- 

hypotheses; 

2. By grouping objects into clusters, each suited for a specific seg- 

mentation strategy, we effectively achieve object-group diver- 

sity, reaching state-of-the-art results on PASCAL VOC 2012. We 

demonstrate how the learned segmentation strategies general- 

ize to unseen categories on the Microsoft COCO 2014 dataset. 

3. We further demonstrate a considerable improvement in seg- 

mentation accuracy over the state-of-the-art by enhancing 

the diversity after merging with a recent segmentation strat- 

egy ( Krähenbühl and Koltun, 2014 ). 

The objects clusters obtained while diversifying the segmen- 

tation models are also used to highlight when our method 

or ( Krähenbühl and Koltun, 2014 ) are providing the best candi- 

dates. The highlight illustrates the importance of segmentation 

model diversity in the success of the integrated solution. 

2. Related work 

Object localization with candidate segmentations has attracted 

a lot of attention in the last years ( Arbelaez et al., 2014; Carreira 

et al., 2012a; Endres and Hoiem, 2014; Kim and Grauman, 2012; 

Krähenbühl and Koltun, 2014; Malisiewicz and Efros, 2007; Ren 

and Shakhnarovich, 2013; Weiss and Taskar, 2013 ), mainly due to 

the improvement that precise localization offers in object recog- 

nition settings ( Carreira et al., 2012b; Carreira and Sminchisescu, 

2012 ). 

The CPMC approach ( Carreira et al., 2012a ) uses multiple graph- 

cut computations at pixel-level to compute segmentation candi- 

dates from seeds placed on a grid over the image. The region level 

affinities proposed in Endres and Hoiem (2014) have inspired our 

foreground probability score. Differently from our work, however, 

in the reference they are computed on bigger regions and trans- 

ferred to a superpixel graph regularized in a CRF. 

The RIGOR approach ( Humayun et al., 2014 ) tackles the prob- 

lem of computing hundreds of graph-cut computations (as done 

in Carreira et al. (2012a )) modifying the graph structure. Their 

method is able to compute simultaneous segmentations for differ- 

ent seeds/potential, leading to a considerable speed up. 

The approach in Kim and Grauman (2012) is based on the idea 

that objects of different categories have similar local shapes. As 

a consequence, masks can be transferred from other objects and 

slightly adapted to the object of interest. 

The Geodesic Object Proposals technique ( Krähenbühl and 

Koltun, 2014 ) is based on geodesic distances from automatically 

placed foreground and background seeds. Their method is able 

to compute spatially smooth segmentations without employing 

regularization techniques such as graph-cut, used for example 

in Kim and Grauman (2012) . Avoiding the regularization step 

speeds up the segmentation considerably, and thus we adopt the 

same geodesic features in our method. 

In Malisiewicz and Efros (2007) the importance of segmen- 

tation in object recognition is stressed, along with a numerical 

demonstration of the importance of differentiating among seg- 

mentation techniques. The technique presented in Arbelaez et al. 

(2014) , Pont-Tuset et al. combines edge detection, hierarchical seg- 

mentation and object proposals based on region grouping. Selec- 

tive Search ( Uijlings et al., 2013 ) uses segmentation strategy di- 

versification by changing the criterion on which adjacent regions 

are being merged. The diversification enlarges the search space 

for possible objects. Both ( Weiss and Taskar, 2013 ) and ( Ren and 

Shakhnarovich, 2013 ) use size as a cue to differentiate segmenta- 

tion models, based on the idea that the relevance of visual features 

is related to object size. While ( Weiss and Taskar, 2013 ) uses class- 

specific shape priors, ( Ren and Shakhnarovich, 2013 ) only relies on 

class-independent probabilistic models. In order to diversify seg- 

mentation strategies without including class information, we lever- 

age regional level features, including size, in a hierarchically struc- 

tured decision model. 

In Xia et al. (IEEE ), bounding-boxes coming from an object de- 

tector along with segment hypothesis coming from CPMC are used 

to initialize a semantic segmentation algorithm. A shape guidance 

term is computed for each box and regularized with a graph-cut. 

In the interactive segmentation approach presented in Kuang 

et al. (2012) , segmentation models are adapted to each object us- 

ing two manually traced polygons to learn the optimal parameters 

of the segmentation model (e.g. feature importance). Our solution 

strives to a similar specialization in an automatic setting. 

3. From bounding boxes to segmentation masks 

Starting from a bounding-box R we want to outline the con- 

tained object. Locality in segmentation is of fundamental impor- 

tance, and thus only a close neighborhood of the object is consid- 

ered in the segmentation process. 

We assume that the object is fully contained in R , by label- 

ing the outside region as background. The area surrounding R , ob- 

tained by enlarging its area by a 50% factor, defines the background 

area (used to model background information). We further assume 

that the center of R belongs to the object, using it as the fore- 

ground seed ( Fig. 2 ). 

A superpixel over-segmentation of the image is computed, and 

each superpixel is labeled according to the area of maximum over- 

lap. For each box proposal we obtain two sets of superpixels: the 

background seeds B and the foreground seed F (i.e. the superpixel 

containing the center of R ). 

A set of features (9 in total), presented below, is extracted from 

each superpixel and used in a supervised setting to compute a 

foreground probability score. 

From F and B two color histograms are extracted representing 

the RGB color distributions of foreground and background ( C f and 

C b respectively). For each superpixel S i , we compute the similarity 

of its color histogram C S i with respect to C f and C b , and the differ- 

ence between the two. 

The geodesic distance to foreground and background 

seeds is another important feature of our framework. Follow- 

ing ( Krähenbühl and Koltun, 2014 ), a graph over the superpixel 
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