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a b s t r a c t 

Foreground detection technologies have emerged as an important research area with increasing popular- 

ity of computer vision and camera devices. Even though several foreground detection approaches have 

been proposed, they cannot address various challenges in actual complex scenes owing to their applica- 

bility and restrictions. This study proposes a method that can integrate arbitrary detection technologies 

to detect foregrounds in real time, thereby improving overall detection performance of video-based sys- 

tems. Moreover, the proposed approach can be fully initialized with initial foreground results, requires 

no training, and performs dynamic adjustments online, for every new frame. In this approach, critical 

weighted values are automatically calculated over time based on observed scenes for optimal flexibility 

and parameterization. Thus, the proposed method has the flexibility to accommodate any new technology 

to overcome the challenging problems of foreground detection in changing environments. Experimental 

results demonstrate that the performance of the proposed method is comparable to that of state-of-the- 

art methods and satisfies the requirements of real-time practical applications. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Computer vision has become an integral part of our lives ow- 

ing to its current and potential applications in industries, mil- 

itary, space exploration, medical diagnosis, and multimedia sys- 

tems. Foreground detection, which is an important research area 

in computer vision, is a critical step in change detection, video 

tracking, pattern recognition, and behavior analysis using image 

sequences. Furthermore, it plays a significant role in intelligent 

surveillance systems, elderly healthcare systems, childcare systems, 

infrastructure protection systems, and smart transportation sys- 

tems, and has a significant and direct effect on promotion of video 

systems. Several foreground detection methods have been pro- 

posed to overcome problems in various applications. The most rep- 

resentative schemes include background subtraction, optical flow, 

and frame difference methods [1] . 
Background subtraction is the most commonly used method in 

video surveillance systems with fixed cameras. According to Borges 

et al. [2] , background subtraction is a key approach that enables 

∗ Corresponding author at: Department of Computer Science and Information En- 

gineering, No. 75, Shiyuan Rd., Daxi Dist., Taoyuan City 33551, Taiwan, ROC. 

E-mail addresses: eadown92@gmail.com (Y.-T. Chan), sjwang@ndu.edu.tw 

(S.-J. Wang), keepbusytsai@gmail.com (C.-H. Tsai). 

video surveillance systems to address problems such as occlusion, 

shadows, illumination changes, and dynamic backgrounds. Nev- 

ertheless, conventional background-model-based approaches can- 

not eliminate these problems completely. Therefore, Stauffer et al. 

[3] proposed a Gaussian mixture model (GMM)-based background 

subtraction scheme to overcome the drawbacks of shadows, illu- 

mination changes, and dynamic backgrounds through an adaptive 

learning mechanism. Hence, GMM-based background subtraction 

has been regarded as a standard step in video surveillance systems 

[3,4] . However, this method cannot completely overcome drastic 

illumination changes, dynamic backgrounds, and other challenges 

in actual environments because of the problems of initialization, 

update strategies, and parameter optimization in different scenes 

[4,5] . 

The strong temporal and spatial characteristics of the optical 

flow method allow for segmentation of moving objects through 

calculation of motion information in scenes [4,6] . The following 

two methods are commonly used to solve the optical flow equa- 

tion: the Horn–Schunck method [7] and the Lucas–Kanade (LK) 

method [8] . Even though these methods can detect subtle pixel 

movements, they are considerably sensitive to changes in environ- 

ments and produce a large amount of noise owing to the constant 

brightness assumption [6,9] . Thus, the optical flow method cannot 

segment a moving foreground completely [4] . 
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Fig. 1. Analysis of complex scenes in frame 1130 in the fountain01 sequence. 

As discussed above, each foreground detection method has its 

applicability and restrictions because it has been developed un- 

der various original conditions and problems [10] . Applying these 

methods to real-world scenarios remains a challenging task be- 

cause of variations in monitored scenes, such as illumination 

changes, dynamic backgrounds, and sleeping foreground objects. 

Fig. 1 shows an example of complex scenes involving four pri- 

mary problems, i.e., moving objects, sleeping objects, static back- 

grounds, and dynamic backgrounds. It is not possible to over- 

come all of these problems by applying one algorithm to com- 

plex scenes because monitored scenes have different spatial and 

temporal properties [10] . For example, as shown in Fig. 1 , model- 

based approaches can eliminate the dynamic background of the 

fountain by updating the learning mechanism with a high learn- 

ing rate; however, this will cause the objects to fade quickly into 

the background. This is referred to as the stopped object problem 

[11] , which is an inevitable trade-off involved in selecting parame- 

ters using one foreground detection technology. 

Even though several foreground detection algorithms have been 

proposed to overcome the above-mentioned problems individually, 

a flexible integration of individual approaches to simultaneously 

address all key challenges in complex real-world environments 

has not been investigated extensively. Therefore, in this study, we 

propose an approach that integrates arbitrary foreground detec- 

tion technologies, thereby improving overall accuracy and reduc- 

ing overall computational load of video based systems. The the- 

oretical foundation of this study is derived from the concept of 

ensemble systems in machine learning. Similar to different ex- 

perts, each classification model in ensemble systems has differ- 

ent reasoning abilities for unknown samples. Thus, overall error 

can be significantly reduced, and the limitations of a classifier can 

be overcome by combining the outputs of these models, owing 

to their individual reasoning abilities. Well-known ensemble algo- 

rithms, such as bagging, boosting and AdaBoost, can be used to 

develop a strong classification model by training weak classifiers 

[12–15] . Polikar et al. [16] suggested that combining the outputs 

of several classifiers via averaging may reduce the risk of select- 

ing a poorly performing classifier. Therefore, the proposed method 

can be adopted to combine different foreground detection tech- 

nologies, such as background subtraction and optical flow, and the 

final foreground can be effectively detected using a fusion strat- 

egy. Misclassified pixels resulting from a particular technology can 

be prevented and overall detection performance can be improved. 

In addition, replacement of detection technologies depends on the 

application or scene, because their weights can be automatically 

calculated over time for optimal flexibility and parameterization in 

the proposed method. Experimental results confirm that the pro- 

posed method exhibits good performance for a change detection 

benchmark dataset [17] . 

The primary contributions of this study are as follows: 

1) An innovative and interdisciplinary approach is developed, 

which emphasizes real-time foreground detection, which is the 

first step of the most practical importance in video-based sys- 

tems, aimed at translating advances in ensemble learning and 

image processing into solutions that will benefit vision-based 

systems. 

2) The proposed method can integrate arbitrary detection tech- 

nologies to solve problems in a changing environment, as fore- 

ground detection in video-based systems should be consid- 

ered in terms of independent user-specific practical applica- 

tions. This is in contrast to conventional detection approaches 

that have insufficient flexibility in complex scenarios. 

3) An adaptive weighted fusion mechanism, which can automati- 

cally calculate over time based on observed scenes for optimal 

flexibility and parameterization, is proposed to address prob- 

lems in fusing heterogeneous algorithms. 

4) With respect to practical considerations for applicability and 

operation in video-based systems, the proposed method can 

be initialized using initial foreground results, requires no train- 

ing, and performs dynamic adjustments on-line, for every new 

frame. 

5) The advantages of modular architecture include the ease with 

which different technologies may be added, updated, and re- 

moved from the proposed method. 

The remainder of this paper is organized as follows: 

Section 2 reviews related works. Section 3 describes the pro- 

posed approach in detail. Section 4 presents the experimental 

results. Finally, Section 5 concludes the paper. 

2. Related works 

Ensemble learning is a significantly important research area for 

classification in machine learning. Ensemble approaches achieve 

enhanced performance by combining individual classifiers and uti- 

lizing their strengths [14] . This can be explained by the famous 

‘‘no free lunch’ ’ theorem proposed by Wolpert [18] , which states 

that there is no single classifier modeling approach that is optimal 

for all pattern recognition tasks, as each approach has its domain 

of competence [14] . The combination of a diversified pool of clas- 

sifiers has been shown to improve overall system accuracy [19] . 

In recent years, ensemble learning algorithms have been success- 

fully applied to video-based systems for video surveillance [20,21] , 

face recognition [15,19,22–24] , person re-identification [20,25,26] , 

anomaly detection [27] , image segmentation [28,29] , video tracking 

[30] , and intelligent transportation systems [31] . However, Visen- 

tini et al. [30] showed that the concept of online classification has 

received significant attention in recent years in the computer vi- 

sion community. Even though several researchers have investigated 

the development of ensemble-based methods in video-based sys- 

tems, there still exist the following four critical issues: selecting di- 

verse classifiers, efficiently fusing heterogeneous information from 

different modalities, reducing influence of complex environments, 

and training it with incoming samples in an unsupervised man- 

ner and without any prior knowledge of data distribution [27,30] . 
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