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a b s t r a c t

This paper introduces the Collaborative Representation (CR) techniques to small sample size conditions,
and propose a Two-Stage learning approach to face recognition based on Collaborative Representation
(TSCR). Based on the assumption that the same class samples should lie in the same subspace, we first
use the unlabeled samples as dictionary atoms to construct each labeled sample, and obtain the collab-
orative coefficients by CR. The unlabeled sample with the largest collaborative coefficient is assigned the
same class label as the reconstructed labeled sample, and is added to the labeled data set. This process is
repeated until about half of the unlabeled samples are labeled and added to the labeled dataset. After
that, we employ the original CR approach to classify the left unlabeled samples based on the newly
labeled dataset. Experimental results demonstrate that the proposed TSCR is effective on face recognition.

� 2016 Elsevier Inc. All rights reserved.

1. Introduction

Face recognition(FR) is such a challenging yet interesting prob-
lem that it has attracted researchers from different fields, and var-
ious techniques have been proposed to handle different problems
in FR, such as illumination, pose, occlusion and small sample size
[1]. The dimensionality reduction methods for face images mainly
include Eigenface, Laplacianfaces and Fisherface [2,3], and are
widely used in pattern recognition and computer vision. A typical
face recognition approach includes two steps: feature extraction
and classification. Since Wright et al. [4] proposed a different face
recognition approach SRC based on sparse representation tech-
niques, SRC and its variants [5–8] have been widely applied to face
recognition problems. In SRC, a test sample is linearly recon-
structed by all training samples and is classified based on the
reconstruction errors associated with each class. Different from
classical classification methods, SRC does not need feature
extraction.

Recent studies show that, Collaboration Representation (CR) [9]
using l2 sparse constraint rather than l1 sparse constraint in the
optimization problem has been successfully applied to face recog-
nition. In fact, face recognition is a small sample size (SSS) prob-
lem, and the dimension of the training samples is larger than the
number of training samples. In order to overcome this issue, a Col-

laborative Representation based Classification (CRC) scheme [10]
was proposed by replacing the l1 regularization [11] with the l2
regularization. CR codes a testing sample by linear combination
of all the training samples with regularized least square and per-
forms classification based on the reconstruction errors. In recent
years, deep learning [12–14] has become a hot research topic for
its outstanding performance on face recognition. Deep learning
techniques learn a multilayer neural network using a large scale
of training data, and many parameters need to be adjusted in the
training process. We focus on small sample size face recognition
problems in this work.

All the above mentioned methods are based on the assumption
that sufficient training samples are available. In reality, sample
annotation is time consuming and laborious, and it is not easy to
get enough labeled samples. Under the condition with small sam-
ple size, most of the traditional methods can not obtain satisfying
performance.

As a matter of fact, many unlabeled samples are easily available
and can be used for enhancing discrimination. Semi-supervised
learning approaches [15] make the utmost of the correlations
among the labeled and unlabeled samples. Considering the dis-
criminative information of the collaborative coefficients in CR, we
can make the utmost of these information for classification. In
order to solve the SSS problem, unlabeled samples can be labeled
by some approaches to expand the limited labeled sample set, thus
increasing the number of the labeled samples, and reliable classi-
fiers can be trained based on the expanded training dataset. Face
images can be represented by different features, such as Eigenface,
LBP (Local Binary Pattern) [16] and Gabor [17], and each feature
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representation shows different recognition performance. We pro-
pose a two-stage learning approach to face recognition under small
sample size conditions based on collaborative representation tech-
niques, and do experiments under different feature representa-
tions. The proposed approach makes full use of the
discriminative information of unlabeled samples to increase the
classification performance. The contributions of this paper is sum-
marized as follows:

(1) A two-stage classification approach is proposed. Different
from the original CRC, it uses most of unlabeled samples to
reconstruct the few labeled samples and expands the labeled
sample set for the classification of the left unlabeled
samples.

(2) The approach makes use of the collaborative coefficients to
classify almost half of the unlabeled samples.

The rest of this paper is organized as follows. In Section 2,
related works are introduced. The proposed TSCR is described in
Section 3. In Section 4, the experimental performance of TSCR is
evaluated and compared with other approaches. Section 5 con-
cludes the paper.

2. Related work

In this section, we introduce the classical SRC and CRC approach
for face recognition.

2.1. Sparse representation classifier

We concisely review SRC in the following. For the training sam-
ples from c classes, let X ¼ X1;X2;X3; . . . ;Xc½ �, where Xi 2 Rm�ni ; c is
the number of classes, and ni is the number of data in the ith class.
The number of training samples is n ¼ Pc

j¼1nj. Each column of Xi

denotes a training sample of the ith class. Given a test sample
y 2 Rm, we represent it as

y � Xa ð1Þ
where a ¼ a1;a2;a3; . . . ;acð Þ is the sparse representation coefficient
vector. The SRC algorithm is summarized in Algorithm 1.

Algorithm 1. SRC

1: Input: the training data X.
2: Represent y over X via l1 minimization.

â ¼ argmin
a

kak1s:t:ky� Xak22 < e ð2Þ

3: Compute the residual

eiðyÞ ¼ ky� Xiâik2 ð3Þ

where âi is the coefficient vector associated with the ith class
4: Output: identityðyÞ ¼ argminieiðyÞ.

2.2. Collaborative representation classifier

SRC needs to solve a l1-regularized minimum problem [11], and
it is too expensive and time-consuming. Researches [10] show that
the classifier can get competitive result with less computation cost
if we replace the l1-regularization term with l2-regularization term
in Eq. (2).

Given a test sample y 2 Rm and a training dataset X 2 Rm�n, the
CRC coding model is represented as

â ¼ argmin
a

fky� Xak22 þ kkak22g ð4Þ

where k is a regularized parameter, and a 2 Rn�1 is the collaborative
representation of y in terms of X.

The role of the regularization term is twofold: it makes the least
square solution stable, and introduces a certain amount of sparsity
to the solution â. The solution of regularized least square based
collaborative representation in Eq. (4) can be analytically derived

â ¼ Py ð5Þ
where

P ¼ ðXTX þ kIÞ�1
XT : ð6Þ

The CRC algorithm is summarized in Algorithm 2.

Algorithm 2. CRC

1: Normalize the columns of X to have unit l2-norm.
2: Code y over X by

â ¼ ðXTX þ kIÞ�1
XTy ð7Þ

3: Compute the residual

ei ¼ ky� Xiâik=kaik ð8Þ

where âi is the coefficient vector associated with the ith class
4: Output: identityðyÞ ¼ argminiei.

3. Two-stage learning approach based on CR

Traditional supervised learning methods employ a lot of labeled
samples as atoms of a dictionary to construct a test sample, but it is
not easy to get enough labeled samples in SSS problems. Since
most traditional methods including SRC and CRC can not obtain
satisfactory performance under this scenario, we can naturally
think of using the unlabeled samples to reconstruct the labeled
ones so as to increase the number of training samples. In our algo-
rithm, a large number of unlabeled samples are used to linearly
reconstruct each labeled one. According to the subspace assump-
tion [18], samples of the same class exist in the same subspace,
and should have bigger representation coefficients than samples
in different classes. The representation coefficients have discrimi-
native information and can be used to classify unlabeled samples.
At the first stage, each labeled sample is reconstructed by all the
unlabeled ones, and the one with the largest representation coeffi-
cient is assigned the same label as the labeled reconstructed sam-
ple. After the label assignment, we have a new labeled and
unlabeled sample set. The above process is repeated until a termi-
nation condition is satisfied. This stage enlarges the size of the
labeled sample set. The label process in the first stage is shown
in Fig. 1. In the second stage, the expanded labeled samples are
served as dictionary atoms and are used to reconstruct the left
unlabeled samples. For the sake of simplicity, we use a collabora-
tive representation classifier to get the labels of the left unlabeled
samples.

We do several experiments on YaleB dataset, and each time, we
randomly choose one labeled sample and linearly reconstruct it by
all the unlabeled ones. The results show that almost all the unla-
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