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TaggedPAbstract

Over the last few years, i-vectors have been the state-of-the-art technique in speaker recognition. Recent advances in Deep

Learning (DL) technology have improved the quality of i-vectors but the DL techniques in use are computationally expensive and

need phonetically labeled background data. The aim of this work is to develop an efficient alternative vector representation of

speech by keeping the computational cost as low as possible and avoiding phonetic labels, which are not always accessible. The

proposed vectors will be based on both Gaussian Mixture Models (GMM) and Restricted Boltzmann Machines (RBM) and will

be referred to as GMM�RBM vectors. The role of RBM is to learn the total speaker and session variability among background

GMM supervectors. This RBM, which will be referred to as Universal RBM (URBM), will then be used to transform unseen

supervectors to the proposed low dimensional vectors. The use of different activation functions for training the URBM and differ-

ent transformation functions for extracting the proposed vectors are investigated. At the end, a variant of Rectified Linear Units

(ReLU) which is referred to as variable ReLU (VReLU) is proposed. Experiments on the core test condition 5 of NIST SRE 2010

show that comparable results with conventional i-vectors are achieved with a clearly lower computational load in the vector

extraction process.

� 2017 The Authors. Published by Elsevier Ltd.
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1. Introduction

TaggedPThe low dimensional representation of a speech utterance based on the factor analysis technique is well-known as

i-vector (Dehak et al., 2011a). Over the past few years, i-vectors have shown a great performance not only in speaker

recognition but also in other applications (e.g., Dehak et al., 2011b; Bahari et al., 2012; Xia and Liu, 2012). Two

commonly used scoring techniques for i-vectors are cosine distance (Dehak et al., 2010; 2011a) and Probabilistic

Linear Discriminant Analysis (PLDA) (Prince and Elder, 2007; Kenny, 2010). PLDA scoring leads to a superior per-

formance but needs speaker-labeled background data which is costly and not accessible easily.
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TaggedPMotivated by the success use of Deep Learning (DL) in other speech processing applications (e.g., Mohamed

et al., 2010; Dahl et al., 2012; Mohamed et al., 2012; Hinton et al., 2012; Senior et al., 2015), DL techniques have

also been used in speaker recognition for different purposes. For example, DL techniques have been applied as a

backend on i-vectors (Stafylakis et al., 2012b; Senoussaoui et al., 2012; Stafylakis et al., 2012a; Novoselov et al.,

2014; Ghahabi and Hernando, 2014a; 2014b; 2017), used in the i-vector extraction algorithm (Lei et al., 2014;

Kenny et al., 2014; Mclaren et al., 2015; Richardson et al., 2015; Liu et al., 2015; Campbell, 2014; Garcia-Romero

et al., 2014), and also employed for compact representation of speech signals (Vasilakakis et al., 2013; Variani et al.,

2014; Liu et al., 2015; Ghahabi and Hernando, 2015; Safari et al., 2016) and discriminative feature classification

(Safari et al., 2015).

TaggedPDL technology has been used in the i-vector extraction algorithm in two ways. First, a Deep Neural Network

(DNN) has been used for acoustic modeling rather than the typical Gaussian Mixture Model (GMM) (Lei et al.,

2014; Kenny et al., 2014; Campbell, 2014; Richardson et al., 2015; Garcia-Romero et al., 2014; Liu et al., 2015).

Second, conventional spectral features have been replaced or appended by the so-called DNN bottleneck features

and then a DNN or a GMM has been used as an acoustic model (Mclaren et al., 2015; Richardson et al., 2015; Liu

et al., 2015). It has been shown that the best results are obtained when spectral features are appended by bottleneck

features and a GMM is used as an acoustic model (Mclaren et al., 2015; Richardson et al., 2015; Lozano-Diez et al.,

2016). However, the main problem is that the use of DNN as either an acoustic model or bottleneck feature extractor

increases highly the computational cost of the i-vector extraction process. Moreover, in both cases phonetic labels

are required for DNN training, which are not always accessible.

TaggedPOn the other hand, only a few works have tried to make use of DL techniques to build a compact representa-

tion of speech signals without using the conventional i-vector algorithm. In Vasilakakis et al. (2013), Variani

et al. (2014), Liu et al. (2015), a deep architecture is trained using background feature vectors. Then the feature

vectors of a given utterance are forward-propagated and the mean of the posterior probabilities of a particular

hidden layer (Variani et al., 2014) or a PCA dimension reduced version of them (Liu et al., 2015), or a PCA

dimension reduced version of the mean vectors (Vasilakakis et al., 2013) are considered as a new compact

representation. In Safari et al. (2016), the parameters of the adapted networks are stacked to build a supervec-

tor. Then the dimension of the new supervectors are reduced by PCA. In Ghahabi and Hernando (2015), the

authors used the GMM supervectors, rather than the feature vectors, as the inputs to a Restricted Boltzmann

Machine (RBM). RBM has been used as a dimension reduction stage in that scenario. Although Liu et al.

(2015) and Variani et al. (2014) have shown some success in text-dependent speaker recognition, still no signif-

icant improvement is reported for text-independent tasks. Moreover, working with DL techniques in feature

vector domain is costly.

TaggedPThe aim of this work is to develop an efficient framework for vector representation of speech by keeping the

computational cost as low as possible and avoiding phonetic labels. In order to achieve this goal, a global RBM

referred to as Universal RBM (URBM) is trained given background GMM supervectors. The URBM tries to learn

the total session and speaker variability among background supervectors. It will then be used to transform unseen

supervectors to lower dimensional vectors which will be referred to as GMM�RBM vectors.

TaggedPCompared to the preliminary work presented in Ghahabi and Hernando (2015), whitening in the supervector

domain, which is computationally costly, is replaced by warping in the feature vector domain. This change makes

possible to obtain higher speaker recognition accuracy, specially in lower dimensional vectors. Moreover, the effect

of the type of the activation function for training the URBM and the type of the transformation function for

GMM�RBM vector extraction are investigated. At the end, a variation of Linear Rectified Units (ReLU), which

will be referred to as variable ReLU (VReLU), is proposed for training the URBM, and then a linear function is used

for transformation in the vector extraction stage.

TaggedPThe core condition of NIST SRE 2006 (NIST, 2006) is used for the development and the core condition 5 of NIST

SRE 2010 (NIST, 2010) with much bigger background data is used for the test and evaluation. The experiments on

the evaluation set shows that the proposed GMM�RBM vectors achieve comparable performance with conventional

i-vectors while lower computational cost is required for vector extraction. The conclusion is valid with both cosine

and PLDA scoring. Moreover, the combination of GMM�RBM vectors and i-vectors at the score level improves the

performance more.

TaggedPThe rest of the paper is organized as follows. Section 2 gives a brief background overview about conventional

i-vectors and PLDA. Section 3 describes the proposed GMM�RBM vectors. Section 4 investigate the effect of
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