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TaggedPAbstract

In this paper, we propose pass-phrase dependent background models (PBMs) for text-dependent (TD) speaker verification

(SV) to integrate the pass-phrase identification process into the conventional TD-SV system, where a PBM is derived from a text-

independent background model through adaptation using the utterances of a particular pass-phrase. During training, pass-phrase

specific target speaker models are derived from the particular PBM using the training data for the respective target model. While

testing, the best PBM is first selected for the test utterance in the maximum likelihood (ML) sense and the selected PBM is then

used for the log likelihood ratio (LLR) calculation with respect to the claimant model. The proposed method incorporates the

pass-phrase identification step in the LLR calculation, which is not considered in conventional standalone TD-SV systems. The

performance of the proposed method is compared to conventional text-independent background model based TD-SV systems

using either Gaussian mixture model (GMM)-universal background model (UBM) or hidden Markov model (HMM)-UBM or

i-vector paradigms. In addition, we consider two approaches to build PBMs: speaker-independent and speaker-dependent. We

show that the proposed method significantly reduces the error rates of text-dependent speaker verification for the non-target types:

target-wrong and impostor-wrong while it maintains comparable TD-SV performance when impostors speak a correct utterance

with respect to the conventional system. Experiments are conducted on the RedDots challenge and the RSR2015 databases that

consist of short utterances.

� 2017 Elsevier Ltd. All rights reserved.
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1. Introduction

TaggedPSpeaker verification (SV) (Bimbot et al., 2004; Reynolds et al., 2000) is the process of authentication of a

person’s claimed identity by analyzing his/her speech signal. It is a binary pattern recognition problem where a

SV system makes the decision by calculating the log-likelihood ratio (LLR) between the claimant and background

models (also called alternative/negative hypothesis) for the test signal. If the LLR value is greater than a pre-defined

threshold, the claimant is accepted and otherwise it is rejected.
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TaggedPSpeaker verification systems are broadly divided into two categories: text-independent (TI) and text-dependent

(TD). In TI-SV, speakers are free to speak any sentences, i.e. phrases, during the enrollment as well as the test

phases. It does not impose any constraint that enrollment and test utterances are to be the same phrase. However,

TD-SV systems require speakers to speak within pre-defined sentences, i.e. fixed pass-phrases during the speaker

enrollment and test phases.

TaggedPIn real-life applications, we need a speaker verification system that is accurate on short utterances. In this regard,

TD-SV systems are the ideal choice. Since speakers use the same pass-phrase during both the enrollment and test

phases, it provides a well matched phonetic content between the enrollment and test phases. Therefore, TD-SV sys-

tems are more accurate compared to their TI-SV counterparts. Over the last decades, many techniques have been

introduced in literature to improve the performance of TD-SV on short utterances. Examples are deep neural network

(DNN) (Lei et al., 2014; Scheffer and Lei, 2014; Liu et al., 2015), i-vector (Scheffer and Lei, 2014; Dehak et al.,

2011), hierarchical multi-Layer acoustic model (HiLAM) (Larcher et al., 2012), phone-dependent hidden Markov

model (HMM) (Kajarekar and Hermansky, 2001; Auckenthaler et al., 1999), domain adaptation (Aronowitz and

Rendel, 2014) and phonetic higher level maximum likelihood linear regression (MLLR) super-vector based features

(Stolcke et al., 2005). In Lei et al. (2014) and Scheffer and Lei (2014), phonetic information is incorporated into an

i-vector system by accumulating statistics from speech with respect to a pre-defined phonetic class through an DNN

based automatic speech recognition (ASR) system. In Liu et al. (2015), the intermediate output of the DNN layers

are used to vectorize characterization of speech data. HiLAM builds a HMMmodel by concatenating the speech seg-

ment-wise adapted models from the Gaussian mixture model- universal background model (GMM-UBM) (Reynolds

et al., 2000). In domain adaptation (Aronowitz and Rendel, 2014), the mismatch between the text-independent and

the text-dependent data is reduced by transforming the text-independent data to better match the text-dependent task

(using the a priori transcription knowledge of the text-dependent data). In conventional HMM based TD-SV systems

(Kajarekar and Hermansky, 2001; Auckenthaler et al., 1999), phoneme (context) dependent speaker models are built

using the knowledge of speech transcriptions. In Stolcke et al. (2005), a speech signal is represented by a super-vec-

tor concatenation of MLLR transformations estimated with respect to a pre-defined phonetic class (e.g. vowel and

consonant) using automatic speech recognition (ASR).

TaggedPAll of these techniques need a background model as an alternative/negative hypothesis for TD-SV. A single text-

independent background model (either gender dependent or independent) is commonly used in literature where tar-

get speakers are represented by models (say in GMM-UBM framework) derived from the background model. In

Kenny et al. (2014a; 2014b) and Sarkar and Umesh (2012), a multiple background model concept is proposed to

improve the performance of the conventional speaker verification system, by training background models (BMs)

based on the vocal tract length (VTL) characteristic of target speakers as in Sarkar and Umesh (2012) and pass-

phrases as in Kenny et al. (2014a; 2014b) for text-independent and text-dependent speaker verification, respectively.

During enrollment, target speaker models are derived from the BM based on VTL in Sarkar and Umesh (2012) and

pass-phrase of target data in Kenny et al. (2014a; 2014b). In the test phase, a test utterance is scored against the

claimant and background models specific for the claimant (defined during the enrollment phase) in order to calculate

the log-likelihood ratio. However, this (Kenny et al., 2014a; 2014b; Sarkar and Umesh, 2012) does not incorporate

the pass-phrase identification process to address the following two non-target types: target-wrong and impostor-

wrong. Recently, in Kinnunen et al. (2016), the authors proposed a fusion system which combines the score/decision

of an utterance verification system with a conventional SV system to improve the performance of the TD-SV system

against target/impostor-wrong non-target trials.

TaggedPIn this paper, we propose pass-phrase dependent background models (PBMs) for TD-SV to integrate the utterance

identification process (without an extra separate system) into the conventional SV system, aiming at rejecting more

non-target types: target-wrong and impostor-wrong than the conventional SV system while maintaining the perfor-

mance for the impostor-correct non-target type. In the proposed method, PBMs are derived from the text-indepen-

dent background model by pooling the training data for a particular pass-phrase from many speakers. During

enrollment, pass-phrase specific target speaker models are derived from the particular PBM with maximum a posteri-

ori (MAP) adaptation by using the training data for the respective target model. In the test phase, the best PBM is

selected for a particular test utterance in the maximum likelihood (ML) sense and the best selected PBM is used as

an alternative hypothesis for the log-likelihood ratio calculation with respect to the claimant model, which differs

from Kenny et al. (2014a; 2014b) and Sarkar and Umesh (2012). Furthermore two strategies are considered for

building the PBM: one is called speaker-independent (SI) and the other is speaker-dependent (SD) again in contrast
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