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TaggedPAbstract

We propose multi-way, multilingual neural machine translation. The proposed approach enables a single neural translation

model to translate between multiple languages, with a number of parameters that grows only linearly with the number of lan-

guages. This is made possible by having a single attention mechanism that is shared across all language pairs. We train the pro-

posed multi-way, multilingual model on ten language pairs from WMT’15 simultaneously and observe clear performance

improvements over models trained on only one language pair. We empirically evaluate the proposed model on low-resource lan-

guage translation tasks. In particular, we observe that the proposed multilingual model outperforms strong conventional statistical

machine translation systems on Turkish�English and Uzbek�English by incorporating the resources of other language pairs.

� 2016 Published by Elsevier Ltd.
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1 1. Introduction

2 1.1. Neural machine translation

3 TaggedPIt has beenQ2 X Xshown that a deep (recurrent) neural network can successfully learn a complex mapping between vari-

4 able-length input and output sequences on its own. Some of the earlier successes in this task have, for instance, been

5 handwriting recognition (Bottou et al., 1997; Graves et al., 2009) and speech recognition (Chorowski et al., 2015;

6 Graves et al., 2006). More recently, a general framework of encoder-decoder networks has been found to be effective

7 at learning this kind of sequence-to-sequence mapping by using two recurrent neural networks (Cho et al., 2014b;

8 Kalchbrenner and Blunsom, 2013; Sutskever et al., 2014).

9 TaggedPA basic encoder-decoder network consists of two recurrent networks. The first network, called an encoder, maps

10 an input sequence of variable length into a point in a continuous vector space, resulting in a fixed-dimensional

I This manuscript extends the earlier conference paper (Firat et al., 2016).
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11 TaggedPcontext vector. The other recurrent neural network, called a decoder, then generates a target sequence again of vari-

12 able length starting from the context vector. This approach however has been found to be inefficient in Cho et al.

13 (2014a) when handling long sentences, due to the difficulty in learning a complex mapping between an arbitrary

14 long sentence and a single fixed-dimensional vector.

15 TaggedPIn Bahdanau et al. (2014), a remedy to this issue was proposed by incorporating an attention mechanism to the basic

16 encoder�decoder network. The attention mechanism in the encoder�decoder network frees the network from having

17 to map a sequence of arbitrary length to a single, fixed-dimensional vector. Since this attention mechanism was intro-

18 duced to the encoder�decoder network for machine translation, neural machine translation, which is purely based on

19 neural networks to perform full end-to-end translation, has become competitive with the existing phrase-based statistical

20 machine translation in many language pairs (Gulcehre et al., 2015; Jean et al., 2015; Luong et al., 2015b).

21 1.2. Multilingual neural machine translation

22 TaggedPExisting machine translation systems, mostly based on a phrase-based system or its variants, work by directly

23 mapping a symbol or a subsequence of symbols in a source language to its corresponding symbol or subsequence in

24 a target language. This kind of mapping is strictly specific to a given language pair, and it is not trivial to extend this

25 mapping to work on multiple pairs of languages.

26 TaggedPA system based on neural machine translation, on the other hand, can be decomposed into two modules. The

27 encoder maps a source sentence into a continuous representation, either a fixed-dimensional vector in the case of the

28 basic encoder�decoder network or a set of vectors in the case of attention-based encoder�decoder network. The

29 decoder then generates a target translation based on this source representation. This makes it possible conceptually

30 to build a system that maps a source sentence in any language to a common continuous representation space and

31 decodes the representation into any of the target languages, allowing us to make a multilingual machine translation

32 system.

33 TaggedPThis possibility is straightforward to implement and has been validated in the case of basic enco-

34 der D 5 8X X�decoder networks (Luong et al., 2015a). It is however not so, in the case of the attention-based enco-

35 der D 5 9X X�decoder network, as the attention mechanism, or originally called the alignment function in Bahdanau

36 et al. (2014), is conceptually language pair-specific. In Dong et al. (2015), the authors cleverly avoided this

37 issue of language pair-specific attention mechanism by considering only a one-to-many translation, where

38 each target language decoder embedded its own attention mechanism. Also, we notice that both of these

39 works have only evaluated their models on relatively small-scale tasks, making it difficult to assess whether

40 multilingual neural machine translation can scale beyond low-resource language translation. In Zoph and

41 Knight (2016), authors proposed multi-source encoder D 6 0X X�decoder networks with attention for the case where

42 two input sources are given at the same time to exploit multi-text (three-way parallel data). Their proposed

43 attention mechanism consists of two parametric alignment functions, both of which attends two sources sepa-

44 rately and then combines context vectors by concatenation. As this architecture still uses a separate attention

45 module for each source-target pair and strictly requires the availability of multi-text, it is not clear how to

46 extend it for the cases where only parallel text is given for multiple source and target pairs.

47 1.3. Multi-way, multilingual neural machine translation

48 TaggedPIn this paper, we first step back from the currently available multilingual neural translation systems proposed in

49 Luong et al. (2015a), Dong et al. (2015), Zoph and Knight (2016) and ask the question of whether the attention

50 mechanism can be shared across multiple language pairs. As an answer to this question, we propose an attention-

51 based encoder D61X X�decoder network that admits a shared attention mechanism with multiple encoders and decoders.

52 We use this model for all the experiments, which suggests that it is indeed possible to share an attention mechanism

53 across multiple language pairs.

54 TaggedPWe train a single model with the proposed architecture on all the language pairs from the WMT’15; English,

55 French, Czech, German, Russian and Finnish. We compare this multi-way, multilingual model against 10 single-

56 pair models and show that they perform comparably to each other, while the number of parameters in the multilin-

57 gual model is substantially smaller than that of all the single-pair models. This confirms that it is indeed possible to

58 train a single attention-based network to perform multi-way translation.
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