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TaggedPAbstract

The paper describes a system for automatic speech recognition (ASR) that is benchmarked with data of the 3rd CHiME chal-

lenge, a dataset comprising distant microphone recordings of noisy acoustic scenes in public environments. The proposed ASR

system employs various methods to increase recognition accuracy and noise robustness. Two different multi-channel speech

enhancement techniques are used to eliminate interfering sounds in the audio stream. One speech enhancement method aims at

separating the target speaker’s voice from background sources based on non-negative matrix factorization (NMF) using varia-

tional Bayesian (VB) inference to estimate NMF parameters. The second technique is based on a time-varying minimum variance

distortionless response (MVDR) beamformer that uses spatial information to suppress sound signals not arriving from a desired

direction. Prior to speech enhancement, a microphone channel failure detector is applied that is based on cross-comparing chan-

nels using a modulation-spectral representation of the speech signal. ASR feature extraction employs the amplitude modulation

filter bank (AMFB) that implicates prior information of speech to analyze its temporal dynamics. AMFBs outperform the com-

monly used frame splicing technique of filter bank features in conjunction with a deep neural network (DNN) based ASR system,

which denotes an equivalent data-driven approach to extract modulation-spectral information. In addition, features are speaker

adapted, a recurrent neural network (RNN) is employed for language modeling, and hypotheses of different ASR systems are

combined to further enhance the recognition accuracy. The proposed ASR system achieves an absolute word error rate (WER) of

5.67% on the real evaluation test data, which is 0.16% lower compared to the best score reported within the 3rd CHiME challenge.
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1. Introduction

TaggedPRobust automatic speech recognition (ASR) with distant microphones in noisy environments still constitutes a

major technological challenge and simultaneously a sought-after application scenario, e.g., when used in consumer

electronics. The 3rd CHiME speech separation and recognition challenge provides a platform for the development

and comparison of different noise robust front- and back-end technologies targeting the use case of a tablet device

that is equipped with multiple microphones (Barker et al., 2015). One important part of robust ASR systems with dis-

tant microphones are multi-channel signal processing techniques that can emphasize spatial information to attenuate

interfering sounds not arriving from a desired direction. The ASR system proposed here employs various techniques

to enhance noise robustness, e.g., multi-channel speech enhancement, extraction of acoustic features by analyzing

temporal dynamics of speech, speaker adaptation, and deep neural network (DNN) based acoustic modeling. In addi-

tion, due to occasional malfunctions of single microphones, a microphone channel failure detection algorithm is

developed and employed to identify and exclude corrupted recordings prior to speech enhancement and ASR. In

order to further reduce word error rates (WERs), sophisticated language modeling based on a recurrent neural net-

work (RNN) and a minimum Bayes risk (MBR) system combination method are applied.

TaggedPTwo different speech enhancement methods are used and compared in the present study. The first method aims at

separating the target speaker’s voice from environmental noise sources. Many source separation algorithms have

been discussed in the literature, ranging from early algorithms like independent component analysis (ICA), binaural

cue clustering, and sparse component analysis (SCA) to more recent algorithms such as nonnegative matrix factori-

zation (NMF), nonnegative tensor factorization (NTF), and factorial hidden Markov models (HMM) (Comon and

Jutten, 2010; Vincent et al., 2014). The proposed source separation method is based on NMF and uses a general vari-

ational Bayes (VB) algorithm to estimate model parameters (Adilo�glu and Vincent, 2012; Ozerov et al., 2012). NMF

results are compared with a second speech enhancement method, which is the time-varying minimum variance dis-

tortionless response (MVDR) beamformer (Bitzer and Simmer, 2001; Mestre and Lagunas, 2003). The direction of

arrival (DOA) estimation is based on the steered response power (SRP) source localization technique that is com-

puted from the phase transform (PHAT) (DiBiase et al., 2001).

TaggedPThe enhanced audio signal is forwarded to the acoustic feature extraction that analyzes temporal amplitude fluctu-

ations within spectral sub-bands by employing the amplitude modulation filter bank (AMFB) (Moritz et al. 2015a).

The development of the AMFB is inspired by two major observations from psychoacoustics and psychophysics,

respectively: (1) Amplitude modulation (AM) frequencies ranging from approx. 2 to 16 Hz (Kollmeier and Koch,

1994; Shannon et al., 1995) and the modulation phase (Greenberg and Arai, 2001; Moritz et al., 2015b) are essential

acoustic cues used by the human auditory system to recognize speech; (2) The processing of AM frequencies in the

inferior colliculus (IC), a neuronal structure of the auditory midbrain with approximately orthogonal tonotopic and

periodotopic organization (Langner et al., 1997), shows similarities with a filter bank operating on sub-band tempo-

ral envelopes. The assignment of AMFB center frequency (CF) and bandwidth (BW) settings is inspired by the

design criteria of auditory filters, e.g., the Mel filter bank that employs a scale to determine the bandwidth as a func-

tion of the acoustic frequency. In Moritz et al. (2016), different polynomial functions are evaluated in terms of word

error rates (WERs) to find a scale that describes the AM frequency to bandwidth characteristics best. The thus

obtained optimal AMFB parameters are also applied in the present study. We show that the AMFB with its pre-

selected and fixed temporal patterns for the extraction of AM information outperforms a comparable data-driven

temporal processing method, i.e., the frame splicing technique in combination with a deep neural network (DNN). In

addition, acoustic features of the presented ASR system are speaker adapted using the feature-space maximum likeli-

hood linear regression (fMLLR) approach (Li et al., 2002; Gales, 1998).

TaggedPThe detection of erroneous microphone channels is attained by cross-correlating signal representations of each

microphone to identify outliers and failures, respectively. The computation of signal representations employs the

AMFB to separate speech and noise information in the modulation frequency domain in order to reduce the influence

of noise for the failure detection.

2. System components

TaggedPThe main parts of the proposed ASR system, which is applied to the 3rd CHiME speech separation and recogni-

tion challenge data (Barker et al., 2015), are the microphone channel failure detection, the NMF-based speech
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