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a b s t r a c t 

This paper considers the problem of adaptively searching for an unknown target using multiple agents 

connected through a time-varying network topology. Agents are equipped with sensors capable of fast in- 

formation processing, and we propose a decentralized collaborative algorithm for controlling their search 

given noisy observations. Specifically, we propose decentralized extensions of the adaptive query-based 

search strategy that combines elements from the 20 questions approach and social learning. Under stan- 

dard assumptions on the time-varying network dynamics, we prove convergence to correct consensus on 

the value of the parameter as the number of iterations go to infinity. The convergence analysis takes a 

novel approach using martingale-based techniques combined with spectral graph theory. Our results es- 

tablish that stability and consistency can be maintained even with one-way updating and randomized 

pairwise averaging, thus providing a scalable low complexity method with performance guarantees. We 

illustrate the effectiveness of our algorithm for random network topologies. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Consider a set of agents that try to estimate a parameter, e.g., 

estimate a target state or location, collectively. The agents are con- 

nected by a time-varying information sharing network and can pe- 

riodically query one of their local neighbors about the target loca- 

tion. In this paper we adopt a generic observation model based on 

query-response models where the queries are functions of agents’ 

local information and successive queries are determined by a feed- 

back control policy. Specifically, in the 20 questions-type model 

considered in this paper, the observation of each agent is coupled 

with the query region chosen by that agent, which is a function of 

its current local belief. 

A centralized collaborative 20 questions framework was pro- 

posed and studied in [1] , where a global centralized controller 

jointly or sequentially formulates optimal queries about target lo- 

cation for all agents. This work was later extended in [2] to the 

decentralized setting, in which each agent formulates his own 

query based on his local information and exchanges beliefs with its 

neighbors in a synchronous fashion (i.e, updating the beliefs of all 

agents simultaneously at each update step). The proposed decen- 

tralized algorithm therein consisted of two stages: (1) local belief 

update; and (2) local information sharing. In stage 1 each agent 

implements the bisection query policy of Tsiligkaridis et al. [1] to 
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update their local belief function. In stage 2 the local belief func- 

tions are averaged over nearest neighborhoods in the information 

sharing network. This two-stage algorithm was proven to converge 

to a consensus estimate of the true state, assuming synchronous 

updating of all agents’ beliefs in the network and irreducibility of 

the social interaction graph. 

The decentralized collaborative 20 questions problem is ap- 

plicable to large scale collaborative stochastic search applications 

where there is no centralized authority. Examples include: object 

tracking in camera networks [3] ; road tracking from satellite re- 

mote sensing networks [4] ; and wide area surveillance networks 

[5] . The 20 questions approach is motivated by adaptively asking 

appropriate questions and is of primary importance when compu- 

tational effort and time are limited resources. 

In this paper, we consider a variant of the two-stage decentral- 

ized collaborative algorithm of Tsiligkaridis et al. [2] by relaxing the 

assumption of a fixed network topology. We consider time-varying 

network topologies in which two randomly chosen agents inter- 

act at each update step, giving rise to asynchronous updates (i.e., 

beliefs of all agents are not updated at each update step). We ana- 

lyze the convergence properties of the two-stage asynchronous de- 

centralized collaborative 20 questions algorithm under appropriate 

conditions. This asynchronous model is applicable to practical sen- 

sor networks where agents may be located in large geometric dis- 

tances, and as a result their wireless communications are unreli- 

able or intermittent due to path occlusions or other environmental 

effects, and lead to time-varying network topologies. Our analysis 
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is based on smoothing techniques and martingale convergence the- 

ory in similar spirit to Tsiligkaridis et al. [2] . However, the random- 

ness due to the time-varying network topology and lack of strong 

connectivity at each time instant introduce additional complica- 

tions in the analysis that were absent when analyzing the static 

network case of adaptive agents in [2] . We remark that specific 

applications and case studies of the proposed methods are out of 

the scope of this work. This paper is primarily concerned with the 

convergence analysis of decentralized algorithms for probabilistic 

bisection-based search in time-varying networks. 

In addition to theoretical analysis of the convergence of the pro- 

posed algorithm, numerical studies of performance are provided 

showing interesting information behavior that information shar- 

ing yields. The benefit of our asynchronous approach is that the 

asynchronous decentralized algorithm attains similar performance 

as its synchronous counterpart introduced and analyzed in [2] . The 

lack of synchronization our approach offers is of great practical in- 

terest because synchronization of a large number of agents can 

be difficult [6] . Furthermore, the popular time-division-multiple- 

access (TDMA) communication protocol for distributed networks is 

only applicable to synchronized networks. Even though the syn- 

chronous update scheme in [2] is proven to be convergent to the 

correct limit, it is still an open question whether the same al- 

gorithm converges with an asynchronous implementation. Coun- 

terexamples showing that asynchronous updates do not converge 

although synchronous updates converge are presented in [7] for 

the standard consensus problem. 

1.1. Prior work 

The noisy 20 questions problem, also known as Ulam’s game, 

was introduced by Renyi [8] and was later rediscovered by Ulam 

[9] . The first work making the connection between communication 

with feedback and noisy search appeared in [10] . The probabilistic 

bisection algorithm dates back to the work of Horstein [11] , where 

it was originally proposed and analyzed heuristically in the contest 

of communication with noiseless feedback over the binary sym- 

metric channel. This algorithm was shown to achieve capacity for 

arbitrary memoryless channels in [12,13] . The probabilistic bisec- 

tion algorithm was generalized to multiple players in [1] in the 

centralized setting, and decentralized algorithms for probabilistic 

bisection search were proposed in [2] . 

Our work also differs from the works on 20 questions/active 

stochastic search of Jedynak et al. [14] , Castro and Nowak [5] , Wae- 

ber et al. [15] , and Tsiligkaridis et al. [1] because we consider in- 

termediate local belief sharing between agents after each local bi- 

section and update. In addition, in contrast to previous work, in 

the proposed framework each agent incorporates the beliefs of its 

neighbors in a way that is agnostic of its neighbors’ error proba- 

bilities. The analysis of Jadbabaie and co-workers [16,17] does not 

apply to our model since we consider controlled observations, al- 

though we use a form of the social learning model of Jadbabaie 

and co-workers [16,17] . While a randomized distributed averag- 

ing/consensus problem was analyzed in [18] , the convergence anal- 

ysis is not applicable because we consider new information in- 

jected in the dynamical system at each iteration (controlled infor- 

mation gathering) in addition to randomized information sharing. 

The material in this paper was presented in part as a conference 

[19] , and this extended version contains a more thorough presen- 

tation, full proofs for convergence analysis, and extensive simula- 

tions. 

Although consensus to the true target location holds for the 

degenerate case of no agent collaboration by using results in the 

existing literature [15] , collaboration improves the rate of conver- 

gence of the estimation error. As shown in the numerical results in 

this paper, the error decays faster as a function of iterations. This is 

the primary motivation for studying such collaborative signal pro- 

cessing algorithms. However, proving convergence to the correct 

consensus is the first step in analyzing such algorithms, and it is 

by no means a trivial one. In fact, even for the simple single-agent 

case, only very recently, Waeber et al. [15] were able to prove the 

first rigorous convergence rate result for the continuous probabilis- 

tic bisection algorithm. The focus of this paper is to establish con- 

vergence of decentralized algorithms for probabilistic bisection in 

time-varying networks. 

2. Notation 

We define X 

∗ the true parameter, the target state in the se- 

quel, and its domain as the unit interval X = [0 , 1] . Let B(X ) be 

the set of all Borel-measurable subsets B ⊆ X . Let N = { 1 , . . . , M} 
index the M agents in an interaction network, denoted by the ver- 

tex set N and the directed edges joining agents at time t ∈ N are 

captured by E ( t ). Let A t = { a i, j (t) } denote the interaction matrix at 

time t , which is a stochastic matrix (i.e., nonnegative entries with 

rows summing to unity). At each time t , the time-varying network 

structure is modeled by the directed graph (N , E(t)) , where 

E(t) = { ( j, i ) : [ A t ] i, j > 0 } 
Let A i → j denote the interaction matrix when agent i performs 

a Bayesian update based on its query and averages beliefs with 

agent j . In our model, a random agent i is chosen with probabil- 

ity q i and a collaborating agent j is chosen with probability P i, j 
at each update step. Thus, the interaction matrix A t = A i → j is cho- 

sen with probability q i P i, j , and nodes i and j collaborate. The ma- 

trix P = { P i, j } contains the probabilistic weights for collaboration 

between agents and are zero when there is no edge in the infor- 

mation sharing network at any time; if P i, j = 0 , then agent i cannot 

collaborate with agent j at any time. 

Define the probability space (�, F , P ) consisting of the sample 

space � generating the unknown state X 

∗ and the observations 

{ Y i,t+1 } at times t = 0 , 1 , . . . , an event space F and a probability 

measure P . The expectation operator E is defined with respect to 

P . 

Define the belief of the i th agent at time t on X as the poste- 

rior density p i, t ( x ) of target state x ∈ X based on all of the infor- 

mation available to this agent at this time. Define the M × 1 vec- 

tor p t (x ) = [ p 1 ,t (x ) , . . . , p M,t (x )] T for each x ∈ X . For any B ∈ B(X ) , 

define P t ( B ) as the vector of probabilities with i -th element equal 

to ∫ B p i, t ( x ) dx . We define the query point/target estimate of the i - 

th agent as ˆ X i,t . The query point is the right boundary of the re- 

gion A i,t = [0 , ˆ X i,t ] . We let F i,t (a ) = P i,t ([0 , a ]) = 

∫ a 
0 p i,t (x ) dx denote 

the cumulative distribution function associated with the density 

p i, t ( ·). 
We assume that a randomly chosen agent i constructs a query 

at time t of the form “does X 

∗ lie in the region A i,t ⊂ X ?”. We indi- 

cate this query with the binary variable Z i,t = I(X ∗ ∈ A i,t ) to which 

agent i responds with a binary response Y i,t+1 , which is correct 

with probability 1 − εi , and without loss of generality ε i ≤ 1/2. 

This error model is equivalent to a binary symmetric channel (BSC) 

with crossover probability ε i . The query region A i, t depends on the 

accumulated information up to time t at agent i . Define the nested 

sequence of event spaces F t , F t−1 ⊂ F t , for all t ≥ 0, generated by 

the sequence of queries and responses. The queries { A i, t } t ≥ 0 are 

measurable with respect to this filtration. Define the canonical ba- 

sis vectors e i ∈ R 

M as [ e i ] j = I( j = i ) . The notation i.p. denotes con- 

vergence in probability and a.s. denotes almost-sure convergence. 

3. Asynchronous decentralized 20 questions 

Motivated by the work of Tsiligkaridis et al. [1,2] and Jadbabaie 

et al. [16] , we proceed as follows. As in the fixed-topology decen- 



Download	English	Version:

https://daneshyari.com/en/article/4977386

Download	Persian	Version:

https://daneshyari.com/article/4977386

Daneshyari.com

https://daneshyari.com/en/article/4977386
https://daneshyari.com/article/4977386
https://daneshyari.com/

