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a b s t r a c t 

The popular distributed estimation algorithms based on the mean-square error criterion is not robust 

against impulsive noise in the adaptive networks. To address the problem, the diffusion least logarithmic 

absolute difference (LLAD) algorithm is proposed in this article, which adopts both the logarithm opera- 

tion and sign operation to the error. The algorithm can elegantly and gradually adjust the conventional 

cost functions in its optimization based on the error variation. Compared with centralized LLAD algo- 

rithm, the diffusion LLAD algorithm performs a good balance between communications and performance. 

The theoretical stability of mean and mean-square performance of the algorithm is analyzed. Simula- 

tion results indicate that the algorithm achieves a better performance, compared with diffusion LMS and 

diffusion sign-error LMS algorithms, even in the impulsive noise environment. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Noisy signal is assumed to be Gaussian in many signal pro- 

cessing applications, but impulsive interferences widely exist in 

most practical contexts. Such as underwater acoustics [1,2] , traf- 

fic prediction [4] , multiuser detection [5,6] and broad-band pow- 

erline communications [7] . Adaptive filtering algorithm minimiz- 

ing the mean-square criterion may suffer from severely degraded 

convergence performance, when the noise involves impulsive noise 

[3,8,9,24,25] . 

In recent studies, it is found that the diffusion sign-error LMS 

(DSE-LMS) [9] and the diffusion sign subband adaptive filtering 

(DSSAF) [20] are robust against impulse noise. The merit of DSSAF 

algorithm has a lower computational complexity than diffusion 

LMS algorithm (DLMS) [17] . 

In our work, the diffusion LLAD algorithm is presented for dis- 

tributed estimation over adaptive network in which each node only 
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communicates with its neighbors at each iteration. The proposed 

algorithm based on least logarithmic absolute difference cost func- 

tion is resistant to impulsive interference [3] . By using such a rel- 

ative cost measure, we can effectively adjust the conventional cost 

functions in its optimization based on the error variation. The dif- 

fusion LLAD algorithm achieves a better performance than DSE- 

LMS and DLMS in impulsive noise environment. Compared with 

centralized LLAD algorithm, the diffusion LLAD algorithm performs 

a good balance between communications and performance. In the 

theoretical analysis, we study the stability and convergence of our 

algorithm. Our simulation results demonstrate that the diffusion 

LLAD algorithm is robust against impulse interference than diffu- 

sion LMS and diffusion sign-error LMS algorithms. 

The paper is organized as follows. In Section 2 , the diffusion 

LLAD algorithm is formulated. The theoretical stability of the dif- 

fusion LLAD algorithm is analyzed in Section 3 . Simulation results 

are performed to evaluate the proposed algorithm in Section 4 . Fi- 

nally, we draw conclusions in Section 5 . 

Notation: In this paper, (.) T , sign(.), and 

⊗ 

denote the transpose, 

sign and Kronecker product operators, respectively. (.) 0 denotes a 

real value of parameter. col{.} denotes a column vector. Here, {.} 

stands for a set. |.| and abs(.) stand for the absolute value of a 

scalar. Tr{.} calculates the trace of a matrix. 
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Fig. 1. Stochastic cost functions. 

2. The estimate problem 

2.1. Least logarithm absolute difference algorithm 

At each time i , we observe an unknown vector w 0 of length M 

through a linear system 

d i = u 

T 
i w 0 + n ( i ) (1) 

where d i is the output random scalar and u i is the length 1 × M . 

We define the error signal as e i = d i − u 

T 
i 

w i where w i is the weight 

vector, and n ( i ) denotes the background noise. 

Given the data model, the objective of the least logarithmic ab- 

solute difference method [3] is minimizing the perturbations in the 

output data, which can be formulated as 

J(e i ) = F (e i ) −
1 

α
ln ( 1 + αF (e i ) ) (2) 

where α is a small systemic parameter and F (e i ) = E[ | e i | ] . 
We compare different stochastic cost functions including the 

absolute cost function | e i |, the mean-square cost function [ e i ] 
2 and 

the introduced LLAD cost function (2) in Fig. 1 . 

We observe that the logarithm based cost function is less steep 

for small perturbations on the error while both the logarithmic 

cost and absolute difference cost functions exhibit comparable 

steepness for relatively larger error values. 

2.2. Diffusion least logarithmic absolute difference algorithm 

We consider a network composed of K ∈ N nodes where each 

node measures its data { u k, i , d k, i } to estimate a deterministic w 0 

of length M vector through a linear model: 

d k,i = u 

T 
k,i w 0 + n k ( i ) . (3) 

Here, k ∈ { 1 , 2 , . . . , K } is node index and i is the time index. The 

random process d k, i is a scalar, and the input vector u k, i is spa- 

tially independent with other regression vectors. The noise n k ( i ) is 

a mixture signal of zero-mean Gaussians. 

Given the data model, all nodes are observing data arising from 

the common parameter, it is natural to expect cooperation among 

the nodes to be beneficial over adaptive network. It means that 

neighboring nodes can share information with each other as per- 

mitted by the network topology. Therefore, we have defined the 

global cost function that enable all nodes to carry out adaptation 

in a cooperative manner. The global cost function of LLAD method 

based on references [11,17] can be formulated as: 

f glob ( w ) = 

K ∑ 

l=1 

(E 
[∣∣d l,i − u 

T 
l,i w 

∣∣] − 1 

α
ln 

(
1 + αE 

[∣∣d l,i − u 

T 
l,i w 

∣∣])) 
(4) 

the centralized LLAD algorithm is based on global cost function, 

which is not distributed. We focus on the distributed solution over 

network in this paper. To develop the distributed LLAD algorithm, 

we define the local objective function for each node k based on 

references [11,17,18,27] . This local cost function can be formulated 

as a liner combination of local weighted least logarithmic absolute 

difference [3] . 

f loc 
k ( w ) = 

∑ 

l∈ N k 
c l,k (E 

[∣∣d l,i − u 

T 
l,i w 

∣∣] − 1 

α
ln 

(
1 + αE 

[∣∣d l,i − u 

T 
l,i w 

∣∣])) 
(5) 

where N k denotes the neighbor set of node k (including k itself), 

and the coefficients { c l, k } are non-negative real weights satisfying 

∑ 

l∈ N k 
c l,k = 1 , and c l,k = 0 for all l / ∈ N k . (6) 

We consider minimizing the local objective function (5) using the 

steepest descent method [26] . 

w k,i = w k,i −1 − μk �w k,i (7) 

where μk is the step size. w k, i is the local estimate obtained by 

node k at time i , and �(.) denotes the increment of computation, 

namely 

�w k,i = 

∂ f loc 
k 

(w ) 

∂w 

= 

∑ 

l∈ N k 
c l,k f 

cg 

l 
( w ) | w k,i −1 

(8) 

where 

f cg 

l 
( w ) = −

αE 
[
u l,i 

(
d l,i − u 

T 
l,i 

w 

)]
1 + αE 

[∣∣d l,i − u 

T 
l,i 

w 

∣∣] . (9) 

Eq. (9) requires the knowledge of the second moments, we re- 

place the second moments by local instantaneous approximations, 

namely, E [ d l, i u l, i ] ≈ [ d l, i u l, i ], E 
[
u l,i u 

T 
l,i 

]
≈

[
u l,i u 

T 
l,i 

]
, E 

∣∣d l,i − u 

T 
l,i 

w 

∣∣ ≈∣∣d l,i − u 

T 
l,i 

w 

∣∣. It is noted that removing the expectation of (9) ob- 

tains the stochastic gradient approximations of f 
cg 

l 
( w ) [3,29] . 

f ii l ( w ) = −u l,i 

α
(
d l,i − u 

T 
l,i 

w 

)
1 + α

∣∣d l,i − u 

T 
l,i 

w 

∣∣ . (10) 

From Eqs. (9) and (10) , it is found that the gradient error is in- 

duced by this replacement [15] . 

Given (7), (8) and (10) , we obtain the updated equation of 

the parameter vector w k, i . However, transmitting the original data 

{ u k, i , d k, i } of each node k is a considerable communication load. 

In order to solve this problem and get more information, the lo- 

cal estimate w k, i is assumed to be a linear combination of the 

intermediate estimates ψ k, i in distributed estimation literatures 

[10,11,17,28,29] . 

w k,i = 

∑ 

l∈ N k 
c 

l,k 
ψ l,i . (11) 

In this way, �w k, i can be written as 

�w k,i = 

∑ 

l∈ N k 
c l,k �ψ l,i (12) 
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