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a b s t r a c t 

A novel block wise convex combination algorithm with adjusting blocks is proposed for block-sparse 

system identification. The proposed algorithm unifies the complementary advantages of different block- 

induced algorithms, which are based on block proportionate matrix and block zero attracting penalty. 

A mixing parameter for block wise combination is designed as a block diagonal matrix. The mixing pa- 

rameter is obtained using the conventional mixing parameter, which represents convergence state, and a 

block activeness indicator. The indicator for each block is derived from the l 0 ε -norm measure of the block. 

Moreover, a block adjustment algorithm is developed using the indicator to overcome the main disad- 

vantage of block-induced algorithms, i.e., the dependency on cluster location. The simulations for system 

identification are performed on several block-sparse systems including systems with single cluster and 

double clusters. The simulation results show that the proposed algorithm not only combines the dif- 

ferent block-induced algorithms effectively but also improves the performance via the block adjustment 

algorithm. 

© 2017 Elsevier B.V. All rights reserved. 

1. Introduction 

Adaptive filtering algorithms have been researched for many 

applications such as acoustic and network echo cancellation (EC) 

and active noise control [1] . The normalized least-mean-square 

(NLMS) algorithm is the most popular adaptive filter owing to 

its wide applicability and robustness against background measure- 

ment noise. However, when a system has a long number of taps 

and sparse distribution, e.g., an echo channel, the NLMS algorithm 

shows an ineffective convergence. The sparse system indicates that 

its impulse response incorporates mainly zero or near-zero coeffi- 

cients of minor significance, and it can be divided into two types: 

general-sparse and block-sparse systems. 

In order to identify the sparse system, the adaptive filters based 

on a proportionate matrix and a zero-attracting penalty have been 

researched [2–10] . The proportionate NLMS (PNLMS) algorithm 

[2] and its several modifications [3–6] accelerate the convergence 

rate of the active tap by multiplying the diagonal matrix, which is 

proportionate to the tap magnitude, with the adaptation term. Ow- 

ing to trade-off, the PNLMS algorithm exhibits a larger steady-state 

misalignment compared to the NLMS algorithm. 
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On the other hand, zero-attracting (ZA) algorithms focus on the 

inactive taps rather than the active taps [7–10] . The ZA algorithms 

attract the near-zero coefficients to the zero by applying penalty 

terms to their cost functions. Several sparsity measures including 

l 0 -norm [7] , l 1 -norm [8] , correntropy [9] and l p -norm [10] have 

been suggested as penalty functions. With the relevant selection 

of the penalty step size, the ZA algorithms can have lower steady- 

state misalignment than the NLMS algorithm owing to the step- 

size diminishing effect on the inactive taps. Moreover, the cost 

functions of PNLMS and ZA algorithms have been combined [11] ; 

however, such a combination cannot address the problem of the 

large steady-state misalignments of the active taps. 

Recently, block-induced algorithms [12–14] have been intro- 

duced to further enhance the performance when the system is 

block sparse. In applications such as the typical acoustic EC and 

satellite-linked communication application, the systems have one 

or more clusters and near-zero coefficients elsewhere. The research 

in [12] has obtained a block-proportionate NLMS (BP-NLMS) al- 

gorithm by applying a block diagonal matrix, whose component 

blocks are proportional to block tap magnitudes, to the adapta- 

tion term. Other studies [13,14] have derived block-zero-attracting 

(BZA) algorithms by substituting previous penalties into block- 

based penalties. Similar to the PNLMS and ZA algorithm, the BP- 

NLMS algorithm accelerates convergence rate for cluster regions, 

and the BZA algorithm improves the steady-state misalignment for 
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non-cluster regions. However, all these block-induced algorithms 

suffer from unavoidable dependency on the cluster location which 

is usually unknown in block-sparse systems [12] . 

In this paper, a novel block wise combination scheme is pro- 

posed to achieve following features: (1) combine the complemen- 

tary advantages of the BP-NLMS and BZA-NLMS algorithms, and 

(2) overcome the dependency of block-induced algorithms on the 

cluster location. A block activeness indicator is designed to explic- 

itly identify the active/inactive regions using the l 0 ε -norm measure 

[15] . From dual mixing parameters consist of the conventional mix- 

ing parameter and the indicator, the block wise combination of BP- 

NLMS and BZA-NLMS algorithms is achieved according to the block 

activeness. Further, a block adjustment algorithm is induced from 

the indicator, which can exactly fit blocks to the cluster location. 

Therefore, different from previous scheme [16] which updates the 

block-based mixing parameters individually, the proposed scheme 

updates only the single mixing parameter and exactly fits blocks to 

the cluster location. Simulation results show that the proposed al- 

gorithm effectively combines the advantages of the component fil- 

ters in both cluster and non-cluster regions. Moreover, it is shown 

that the proposed algorithm can further improve the performance 

using the block adjustment algorithm. 

2. Block sparsity induced adaptive filters 

2.1. Block proportionate NLMS algorithm 

The typical weight update equation for the PNLMS algorithm 

[2] is 

ˆ w i +1 = 

ˆ w i + μ
G i u i e (i ) 

u 

T 
i 

G i u i + δP 

(1) 

where i denotes the number of iterations, μ is a step size, δP is a 

regularization parameter, ˆ w i = [ ̂  w 1 (i ) · · · ˆ w M 

(i )] T is a weight coef- 

ficient vector, u i = [ u (i ) u (i − 1) · · · u (i − M + 1)] T is a vector con- 

sisting of input sequence, and G i is a diagonal matrix, whose ele- 

ments are proportional to the tap magnitude | ̂  w j (i ) | . Further, M is 

the tap length, and e (i ) is an output error. 

A block-induced G i has been introduced in [12] to enhance 

the suitability of the PNLMS algorithm for block sparse system. 

The G i is defined as diag( g 1 ( i ) 1 P , g 2 ( i ) I P , ��� g N ( i ) I P ) where N is 

the total number of blocks, P is the length of each block, i.e., 

M = N × P, and I P is an identity matrix of size P . Subsequently, 

for t = 1 , 2 , · · · , N, g t ( i ) is given as g t (i ) = 

γt (i ) 
1 
N 

∑ N 
k =1 

γk (i ) 
with γt (i ) = 

max 
{
ρζ (i ) , ‖ ̂  w i, [ t] ‖ 2 

}
and ζ (i ) = max 

{
q, ‖ ̂  w i, [1] ‖ 2 , · · · , ‖ ̂  w i, [ N] ‖ 2 

}
. 

Here, ˆ w i, [ t] is the t th coefficient block, i.e., ˆ w j (i ) s with j ∈ [(t −
1) P + 1 , tP ] , q and ρ are parameters to circumvent possible stalling 

problems [2] , and ‖ · ‖ 2 means the Euclidean norm. 

2.2. Block zero-attracting algorithm 

The BZA algorithms are characterized by the selection of the 

norm order for the penalty function. Block induced l 2, 0 - [13] and 

l 2,1 -norms [14] have been introduced as penalty functions to han- 

dle the block-sparse system. Among them, the BZA algorithm based 

on the l 2, 1 -norm penalty [14] is used here because its NLMS ver- 

sion was already studied. We tried to combine the NLMS-type al- 

gorithms which are known to be more robust against input se- 

quence characteristics [1] . The block weight update equation for 

[14] is derived from the cost function J( ̂  w i ) = 

1 
2 e 

2 (i ) + κi f i ( ̂  w i ) 

where κ is a penalty step size and f i ( ̂  w i ) [ t] = 

∑ N 
t=1 

‖ ̂ w i, [ t] ‖ 2 
‖ ̂ w i, [ t] ‖ 2 + δw 

. From 

this, the equation is obtained as 

ˆ w i +1 , [ t] = 

ˆ w i, [ t] + μ
u i, [ t] e (i ) 

‖ u i ‖ 

2 
2 

+ δZA 

− κ∗ ˆ w i, [ t] 

(‖ ̂

 w i, [ t] ‖ 2 + δw 

) 2 
, (2) 

where κ∗ is decided as same as the ρ∗ in [14] , δZA and δw 

are 

regularization parameters. Such κ∗ can ensure the dominance of 

BZA-NLMS algorithm compared to the NLMS algorithm under a 

few assumptions. Note that the BZA-NLMS algorithm operates as 

the NLMS algorithm in the cluster regions through the denomina- 

tor of the penalty function in (2) . 

3. Block wise convex combination 

Both the BP-NLMS and BZA-NLMS algorithms are designed for 

the block-sparse system, but they target different regions of the 

system; the BP-NLMS aims at accelerating the convergence rate 

in the cluster regions, and the BZA-NLMS focuses on the shrink- 

age of the non-cluster regions. Therefore, a convex combination 

of these two algorithms can further improve the performance in 

block-sparse systems. 

3.1. Mixing parameter 

A block diagonal mixing parameter, which is �i = λ1 (i ) �2 i , is 

proposed to design the block wise convex combination. Accord- 

ingly, for 1 ≤ t ≤ N , the t th blocks of component filters are com- 

bined as 

ˆ w i, [ t] = λ1 (i ) �2 i, [ t] ̂  w 1 i, [ t] + 

(
I P − λ1 (i ) �2 i, [ t] 

)
ˆ w 2 i, [ t] , (3) 

where ˆ w i is the combined filter coefficient, ˆ w 1 i and 

ˆ w 2 i are the 

first and second component filter coefficients, respectively. In addi- 

tion, λ1 ( i ) is the conventional mixing parameter that indicates the 

convergence state, and �2 i , [ t ] is a diagonal matrix consisting of 1 

and 0, which is related to the activeness of the t th block. Same 

as the previous convex combination schemes, λ1 ( i ) is defined as 

λ1 (i ) = 1 / (1 + exp (−a (i ))) [16] . Subsequently, a ( i ) of the sigmoid 

function is updated using the gradient of the squared error as fol- 

lows: 

a (i + 1) = a (i ) − μa 

2 

1 

ˆ p (i ) 

∂e 2 (i ) 

∂a (i ) 

= a (i ) − μa 
e (i ) 

ˆ p (i ) 
λ1 (i )(1 − λ1 (i )) u 

T 
i �2 i ( ̂  w 2 i − ˆ w 1 i ) , (4) 

where μa is the step size for a ( i ) adaptation, �2 i = 

diag (�2 i, [1] , · · · , �2 i, [ N] ) , and ˆ p (i ) is the normalization term 

[16] defined as 

ˆ p (i ) = α ˆ p (i − 1) + (1 − α)(u 

T 
i �2 i ( ̂  w 2 i − ˆ w 1 i )) 

2 . (5) 

Here, α, which is slightly less than 1, is a parameter for the 

moving-average. 

3.2. Block adjustment algorithm 

The block-induced algorithms [12–14] have dependency on the 

cluster location. For example, the block-induced algorithms with 

P = 16 cannot totally cover the regions of w 

o 
[2] 

and w 

o 
[4] 

if the im- 

pulse response of an unknown system has a dispersive region in 

the range of (25, 56) ( Fig. 1 ). This is an unavoidable problem be- 

cause the exact location of the cluster is usually unknown [12] and 

the algorithms are based on equi-partitioned blocks. Therefore, to 

relieve the dependency, a block adjustment (BA) algorithm is pro- 

posed in this subsection. 

To derive the BA algorithm, a block activeness indicator s t ( i ) is 

introduced using the l ε0 -norm measure [15] such as 

s t (i ) = 1 −
l 0 
εt (i ) 

length of t th block 
(6) 
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