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a b s t r a c t

This paper studies output feedback consensus protocol design problems for linear multi-agent systems
with directed graphs containing a leader whose control input is nonzero and bounded. We present novel
distributed adaptive output feedback protocols to achieve leader–follower consensus for any directed
graph containing a directed spanning tree with the leader as the root. The proposed protocols are
independent of any global information of the graph and can be constructed as long as the agents are
stabilizable and detectable.

© 2016 Elsevier Ltd. All rights reserved.

1. Introduction

Over the past decade, the consensus control problem of multi-
agent systems has emerged as a focal research topic in the field of
control, due to its various applications to, e.g., UAV formation fly-
ing, multi-point surveillance, and distributed reconfigurable sen-
sor networks (Antonelli, 2013; Olfati-Saber, Fax, & Murray, 2007;
Ren, Beard, & Atkins, 2007). Considerable work from different per-
spectives has been conducted on consensus and other related co-
operative control problems; see the recent works (Antonelli, 2013;
Lewis, Zhang, Hengster-Movric, & Das, 2014; Li, Duan, Chen, &
Huang, 2010; Olfati-Saber et al., 2007; Ren et al., 2007), and the ref-
erences therein. Existing consensus algorithms can be essentially
divided into two broad categories, namely, consensus without a
leader (i.e., leaderless consensus) and consensus with a leader,
whereas the latter is also called leader–follower consensus or
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distributed tracking. In a leader–follower consensus problem, it is
often the case that the leader may need to implement its own con-
trol actions to achieve certain objectives, e.g., to reach a desirable
consensus trajectory or to avoid hazardous obstacles. Compared to
leaderless consensus problem, an additional difficulty arises with
leader–follower consensus, in which one must deal with the effect
of the leader’s control input.

A central task in consensus studies is to design distributed con-
sensus protocols based on solely the local information of each
agent and its neighbors to ensure that the states of the agents reach
an agreement. In most of the previous works on consensus, (e.g., Li
et al., 2010, Seo, Shim, & Back, 2009, Zhang, Lewis, & Das, 2011,
Yu, Chen, Cao, & Kurths, 2010), the design of the consensus pro-
tocols requires the knowledge of certain global information of the
communication graph in terms of the nonzero eigenvalues of the
corresponding Laplacian matrix, implying that such consensus
protocols in essence cannot be determined in a distributedmanner.
Distributed consensus protocols, nevertheless, can be developed
by implementing adaptive laws to dynamically update the cou-
pling weights of neighboring agents, thus removing the aforemen-
tioned requirement on the global eigenvalue information. Such
adaptive consensus protocols are proposed in Li, Wen, Duan, and
Ren (2015), Li, Ren, Liu, and Fu (2013) and Li, Ren, Liu, and Xie
(2013b) for linear multi-agent systems. Similar adaptive schemes
are presented in DeLellis, diBernardo, and Garofalo (2009) for syn-
chronization of Lipschitz-type complex networks. Note that the
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adaptive protocols in DeLellis et al. (2009), Li et al. (2013b) and
Li et al. (2013) are applicable to only undirected graphs and the
protocols in Li et al. (2015)work for general directed graphs, which
however rely on the relative states of neighboring agents. How to
design distributed adaptive output feedback consensus protocols
using local output information appears much more challenging
and remains to be an open issue.

The aforementioned works are concerned with the leaderless
consensus problem or distributed tracking problem for the case
where the leader has zero control input. The distributed tracking
problem in the presence of a leader having a nonzero control
input is generally more difficult and has been addressed in Cao
and Ren (2012), Dimarogonas, Tsiotras, and Kyriakopoulos (2009),
Li et al. (2013b), Li, Liu, Ren, and Xie (2013a) and Mei, Ren, and Ma
(2012). In particular, the authors in Cao and Ren (2012) present
nonsmooth controllers for first-order and second-order integrators
in the absence of velocity or acceleration measurements. The
authors in Dimarogonas et al. (2009) andMei et al. (2012) address a
distributed coordinated tracking and containment control problem
for multiple Euler–Lagrange systems with one or more dynamic
leaders. Distributed static and adaptive protocols are given in
Li et al. (2013b) and Li et al. (2013a) for general linear multi-
agent systems with a leader of bounded control input. It is worth
noting that one common assumption in Cao and Ren (2012),
Li et al. (2013b) and Li et al. (2013a) is that the subgraph among the
followers is undirected. The case where this subgraph is directed
remains unsolved for general linear multi-agent systems. The
main obstacle lies in the unpleasant interrelations between the
nonlinear functions used to dealwith the leader’s control input and
the directed subgraph among followers.

In this paper, we address the distributed adaptive output
feedback consensus protocol design problem for general linear
multi-agent systems with directed communication graphs. In this
setting, the relative states of neighboring agents are not available,
but only local output information is accessible. Note that simply
combining the techniques for the state feedback case (e.g., those
proposed in Li et al., 2015) and distributed adaptive observer-type
protocols (e.g., in Li et al., 2013b) for undirected graphs will not
yield a distributed adaptive output feedback consensus protocol
applicable to general directed graphs, nor by a routinemodification
or extension. Themain reason is that themonotonically increasing
functions introduced in Li et al. (2015), when used for observer-
type adaptive protocols in Li et al. (2013b), will still depend on the
relative states of neighboring agents.

Partly inspired by the observer structure proposed in Huang
(2015), Su andHuang (2012) andWieland, Sepulchre, andAllgower
(2011), in this paper we develop a distributed continuous adaptive
output feedback protocol, which includes continuous nonlinear
functions to deal with the effect of the leader’s nonzero control
input. It is shown that the continuous adaptive protocol can ensure
the ultimate boundedness of the consensus error and the adaptive
gains. The upper bound of the consensus error is explicitly derived,
which can bemade satisfactorily small by appropriately tuning the
design parameters. A distributed discontinuous adaptive output
feedback protocol is also presented, to achieve leader–follower
consensus for any directed graph containing a directed spanning
tree with the leader as the root. The protocols designed in this
paper exchange the local estimates among neighboring agents via
the communication graph and implement adaptive laws to update
the time-varying coupling weights among the agents. As such,
these two adaptive protocols use only the local output information
and operate in a distributed manner over directed communication
graphs. Unlike the protocols in the previous works (Cao & Ren,
2012; Li et al., 2013a,b), the adaptive protocols proposed herein
appear to be the first available for linear multi-agent systems with
general directed graphs and a leader of nonzero control input.

2. Problem statement

Consider a group of N + 1 identical agents with general linear
dynamics described by

ẋi = Axi + Bui,
yi = Cxi, i = 0, 1, . . . ,N, (1)

where xi ∈ Rn is the state vector, yi ∈ Rm themeasured output vec-
tor, ui ∈ Rp the control input vector of the ith agent, respectively,
and A, B and C are known constant matrices with compatible di-
mensions.

The information exchange among the N + 1 agents is governed
by a directed graphG = (V, E), whereV = {0, . . . ,N} is the set of
nodes (each node represents an agent) and E ⊆ V ×V denotes the
set of edges (each edge represents a communication link between
two distinct agents). An edge (i, j) ∈ E represents that node i is a
neighbor of node j and node j can have access to the output of node
i. A directed path from node i1 to node il is a sequence of ordered
edges in the form of (ik, ik+1), k = 1, . . . , l − 1. A directed graph
contains a directed spanning tree if there exists a root node which
has no neighbors but has directed paths to all other nodes in the
graph.

Without loss of generality, suppose that the agents indexed
by 1, . . . ,N , are the N followers and the agent indexed by 0 is
the leader. Moreover, we assume that the communication graph
G among the N + 1 agents satisfies the following assumption.

Assumption 1. The graphG contains a directed spanning treewith
the leader as the root node.

Denote by A = [aij] ∈ R(N+1)×(N+1) the adjacency matrix
associated with the graph G, which is defined as aii = 0, aij = 1
if (i, j) ∈ E and 0 otherwise. The Laplacian matrix L = [lij] ∈

R(N+1)×(N+1) is defined such that lii =
N

j=0 aij and lij = −aij, i ≠ j.
Under Assumption 1, the Laplacianmatrix associatedwithG can be
partitioned asL =


0 01×N

L2 L1


, whereL2 ∈ RN×1 andL1 ∈ RN×N .

It is easy to verify that L1 is a nonsingular M-matrix (Qu, 2009).
Under many circumstances, the leader may need to implement

control action to regulate the final consensus trajectory. Therefore,
we consider here the general case where the leader’s control input
u0 is possibly nonzero and is made available to at most a small
subset of the followers.We only assume that u0 is bounded, i.e., the
following assumption holds.

Assumption 2. There exists a constant ω such that ∥u0∥ ≤ ω.

Our goal is to design distributed output feedback consensus
protocols which solve the leader–follower consensus problem for
the agents in (1) in the sense of limt→∞ ∥xi(t) − x0(t)∥ = 0,
∀ i = 1, . . . ,N . This design task is generally difficult due to both
directed communications among the agents and the effect of the
leader’s control input.

3. Adaptive output feedback consensus protocols

Based on the relative estimates of the states of neighboring
agents, we propose the following distributed continuous adaptive
controller to each follower:

v̇i = Avi + Bui + F(Cvi − yi),
ẇi = Awi + (di + ρi)FCψi − βBhi(BTQψi),

ui = K(vi − wi)− βhi(BTQηi),
ḋi = −ϕi(di − 1)+ ψT

i C
TCψi, i = 1, . . . ,N,

(2)

where vi ∈ Rn is the estimate of the state of the ith follower,
v̇0 = Av0 + Bu0 + F(Cv0 − y0), w0 = v0, ψi ,

N
j=0 aij(wi − wj),
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