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a  b  s  t  r  a  c  t

Sparse  representation  has received  much  attention.  Sparse  representation  usually  first
determines  and  uses  a linear  combination  of  all training  samples  that  can  well  approxi-
mate  to the  test  sample  and then  assigns  the  test sample  to  the  class  whose  training  samples
obtains the  minimal  class-residual.  In this  paper,  we  propose  an  idea  to make  all  training
samples  of different  classes  represent  a test  sample  in  a more  competitive  way,  which  is
more useful  to  distinguish  the  class  most  similar  to the test  sample  from  the  other  classes.
Based  on  this  idea,  we  design  a novel  method,  differentiated  representation  method,  which
uses  a mathematically  tractable  means  to make  representation  coefficients  on  a  test  sample
generated  from  a class  quite unsuitable  for  other  classes.  We propose  a new  classification
procedure  for  the  designed  method.  Applications  on  face  recognition  and  object  classifi-
cation  demonstrate  that  differentiated  representation  is  very  promising.  It  outperforms
original  sparse  representation  methods,  collaborative  representation  and  linear  regression
classification.

©  2017  Published  by Elsevier  GmbH.

1. Introduction

In recent years sparse representation is one of methods that have attracted the most attention of researchers in fields
of pattern recognition and machine learning [1–3]. Researchers are very impressed by its notable performance in various
problems. It seems that sparse representation is very suitable to explore similarity between high-dimensional data. For
example, it is reviewed as a breakthrough of face recognition owing to its surprising accuracy [4]. We  also see that sparse
representation performs very well in other image classification problems, video analysis, denoising, image super-resolution
and video tracking [5–11].

In the past, various sparse representation methods have been proposed. From the viewpoint of ‘materials’ to represent test
samples, previous sparse representation methods can be categorized as original sample based and dictionary based methods.
Original sample based methods directly construct sparse representation of a test sample in terms of all training samples. In
this paper we focus on original sample based methods, which are relatively mathematically tractable and computationally
very efficient. Differing from original sample based methods, dictionary based methods first obtain a dictionary via all
original samples and exploits the dictionary to produce sparse representation of test samples. Besides the original sparse
representation method proposed in [1,2] is an original sample based method, linear regression classification (LRC) [12] and
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the methods proposed in [13] all belong to this kind. The methods proposed in [14–16] are examples of dictionary based
methods.

We can also roughly group previous sparse representation methods as two kinds, holistic and local representation meth-
ods. Holistic representation methods obtain an approximate representation of a test sample via all training samples of
all classes. In contrast, local representation methods use only a small number of classes or a portion of training samples
to produce an approximate representation of a test sample. The original sparse representation method and collaborative
representation (CR) [17] are both typical examples of holistic representation methods. LRC can be viewed as a very easily
understood local representation method. In LRC, only training samples of a class are exploited to obtain an approximate
representation of the test sample. The two-phase test sample sparse representation (TPTSSR) method [18] and the coarse-
to-fine sparse representation (CFSR) method proposed in [19] are also examples of local representation methods. From the
viewpoint of the norm used, conventional sparse representation methods all belong to l1 norm based sparse representation
methods. On the other hand, l2 norm based (sparse) representation methods such as collaborative representation and the
methods presented in [20–22] are competent with high computational efficiency and accuracy. For more knowledge on
sparse representation, please refer to corresponding literatures [23–25].

We see that most of previous sparse representation methods do not take into account relationship between representa-
tion coefficients of different classes. For example, though LRC respectively exploits training samples of each class to generate
approximate representations of a test sample, it does not impose any constraint on representation coefficients of different
classes. Most of other sparse representation methods also do so. It seems that some extensions of sparse representation meth-
ods use special constraint. For instance, the dictionary learning method proposed in [16] uses a discriminative constraint.
The original sample based method proposed by Mi  et al. [26] also designs a constraint condition for obtaining representation
coefficients of different classes. However, because the method in [26] uses two  separate procedures to obtain the solution,
it appears that the designed constraint does not bring the desired performance. For better summarizing existing sparse
representation methods, we give the following figure (Fig. 1).

In our opinion, designing a proper constraint for representation coefficients of different classes is beneficial to obtain
better approximate representations of a test sample. In this paper, we propose a novel sparse representation method,
differentiated collaborative representation (DCR). This method not only can obtain an approximate representation of a test
sample via training samples but also makes representation coefficients on a test sample generated from a class improper for
other classes. We  propose a new classification procedure for the designed method, which is beneficial to correct classification
of the test sample. Another merit of the paper is that a new classification procedure is proposed for the designed method.
The classification procedure allows DCR to better exert its performance.

The other parts of the paper are organized below. Section 2 presents the proposed method including its objective function
and procedure to obtain the solution. Section 3 interpret idea and rationale of the proposed method. Section 4 describes sim-
ilarity and difference between our method and other methods. Section 5 shows experiments and results on face recognition
and object classification. Section 6 provides conclusions of the paper.

2. The proposed method

Given N training samples y1, ...yN from L classes. N is the number of all training samples. Suppose that each class has m
training samples. Let Yi = [y(i–1)*m+1, ...yi*m] be training samples of the i-th class. Let x be a test sample. y1, ...yN and x are all
column vectors. For image data, they should be first converted into column vectors and be denoted by y1, ...yN and x.
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Fig. 1. Flowchart to summarize existing sparse representation methods.
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