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a b s t r a c t

Micro-array data are typically characterized by high dimensional features with a small number of
samples. Several problems in identifying genes causing diseases from micro-array data can be
transformed into the problem of classifying the features extracted from gene expression in micro-
array data. However, too many features can cause low prediction accuracy as well as high computational
complexity. Dimensional reduction is a method to eliminate irrelevant features to improve the
prediction accuracy. Typically, the eigenvalues or dimensional data variance from principal component
analysis are used as criteria to select relevant features. This approach is simple but not efficient since it
does not concern the degree of data overlap in each dimension in the feature space. A new method to
select relevant features based on degree of dimensional data overlap with proper feature selection was
introduced. Furthermore, our study concentrated on small sized data sets which usually occur in reality.
The experimental results signified that this new approach can achieve substantially higher prediction
accuracy when compared with other methods.

& 2015 Elsevier Ltd. All rights reserved.

1. Introduction

Classification techniques have been used for analysis and inter-
pretation of micro-array gene expression data. The information
from the pattern of micro-array gene expression data has provided
valuable insights for many biological problems. The main challenge
in classifying gene expression data is the curse of dimensionality
problem. There are a large number of genes (in biological context)
or features (in classification context) compared to small sample
sizes [1]. In the aspect of computation, the number of features
can be treated as the number of dimensions in the feature space.
Mathematically, if the number of dimensions is larger than the
number of data, then no unique solution exists and achieving the
high prediction accuracy is impossible. To alleviate this curse of
dimensionality, some irrelevant features must be eliminated from
the prediction or classification process.

Dimension reduction usually consists of two types of methods, i.e.
feature selection and feature extraction [2]. Feature selection chooses
a subset from original features according to classification perfor-
mance. Feature selection can be organized into two categories: filter

and wrapper methods. The filter method basically uses a criterion
relating to rank and selects key genes for classification such as
Pearson correlation coefficient method [3,4], t-statistics methods
[5,6], signal-to-noise ratio method [7,8]. The wrapper method inte-
grates the feature selection process with the evaluation of the selected
features for classification such as forward feature selection [9,10],
sequential backward selection [11,12], genetic algorithm [13,14].
Feature extraction projects the whole data into a low dimensional
space and constructs the new dimensions (components) by analyzing
the statistical relationship hidden in the data set. Many transforma-
tion methods have been applied to reduce the dimension of the data
such as independent component analysis [15,16], principal compo-
nent analysis [17,18], wavelet analysis [19,20].

Another popular technique is based on the evolutionary com-
putation or algorithm. Evolutionary algorithm (EA) finds optimal
solution in a complex high dimensional space. Dimensional reduc-
tion was applied to solve this problem. Genetic Algorithm (GA) [21]
generates acceptable solutions by using techniques inspired by
natural evolution such as selection, crossover and mutation. A
population of chromosomes representing encoded candidate solu-
tions to the optimization problem is evolved toward the better
solutions as some examples reported in [22,23]. Rough set theory
[24] is another concept used for dimensional reduction in large
data. Rough set is a formal approximation of a crisp set similar to
fuzzy set [25]. Rough set can be combined with other methods such
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as GAs and multi-objective genetic algorithms (MOGA) to search for
optimal solutions [26,27]. Particle swarm optimization (PSO) [28]
based on the behavior of swarm is another popular method for
finding an acceptable solution. PSO was adopted to the problem of
identifying important gene from gene expression [29,30].

The most widely used dimensional reduction method is prin-
cipal component analysis (PCA) [31]. PCA [32] rotates the bases of
the feature space to the positions so that the data variance of each
dimension is minimum. PCA is a popular unsupervised statistical
method to find useful eigenassays [33]. One goal of PCA is to find
a “better” set of eigenassays, so that the PCA coefficients are
uncorrelated on the new basis, which cannot be linearly predicted
from each other [34]. However, PCA does not consider the degree
of overlap among classes in each dimension. For any dimension, if
there is no overlap among classes, then the feature in this
dimension can obviously be used as one of the principal features
for achieving maximum classification accuracy.

To improve efficiency of PCA for use in feature selection, we
proposed a new method called principal feature analysis of mini-
mum distribution overlap with forward feature selection based on
Support Vector Machine. The degree of class overlap is measured
and used to determine the candidate bases in the feature space.
The propose method was tested with four gene expression data
sets and compared with the recently proposed methods.

The rest of this paper is organized as follows. Section 2
summarizes the background and related work. Section 3 discusses
the concept of our proposed method. Section 4 explains the data
set and experimental results. Section 5 concludes the paper with
some discussions.

2. Background and related work

Our proposed method selects each feature based on the degree
of overlap between classes and also the result of preliminary
classifying process. Recently, Luo [9] adopted the statistical mea-
sure similar to t-test with different distance measures, e.g. Eucli-
dean, to improve the feature selection in the original feature space.
Zhang [34] proposed a weight measure which can improve the
discriminant ability and preserve the local neighborhood structure
of the original data. Hence the methods of Luo's and Zhang's with
the concept of support vector machine are briefly summarized in
the following section.

2.1. Feature selection based on signal-to-noise ratio

Luo [9] proposed two forward feature selection methods named
as FFS-ACSA1 and FFS-ACSA2 in dichotomy classification. The target
value of each feature vector is in fþ1; �1g. The concept of this
approach is to deploy the regular technique of average ensemble
classifiers with a new feature selection. The proposed feature
selection of Luo's is based on the measure of signal-to-noise ratio
of each feature and a cost function defined as follows. Suppose that
the considered feature corresponds to dimension i. Let ai be the
value of the ith feature:

f ðaiÞ ¼ sign½siðai�biÞ� ð1Þ

si ¼
μðAÞ
i �μðBÞ

i

σðAÞ
i þσðBÞ

i

ð2Þ

bi ¼ ðμðAÞ
i þμðBÞ

i Þ=2 ð3Þ
where μðAÞ

i , μðBÞ
i , σðAÞ

i , and σðBÞ
i are the mean and standard deviation

of data distribution in dimension i of classes A and B, respectively.
Function f ðaiÞ is the cost function and si is the signal-to-noise ratio
for the ith feature. The difference between the values of f ðaiÞ and

the values of actual targets is compared by using some distance
measures such as Euclidean distance and loss function. Those
features with the differences less than a predefined threshold are
selected.

2.2. Dimension reduction based on manifold learning

Zhang [34] proposed an improved supervised orthogonal dis-
criminant projection (SODP). The concept of this approach is based
on the nearest neighbor classifier with a manifold learning. The
proposed manifold learning of Zhang's maximizes the weighted
difference between the non-local scattering and the local scatter-
ing. Zhang defined the weight wi;j between two data points xi and
xj based on local information and class information as follows:

wi;j ¼
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where ‖xi�xj‖ is the Euclidean distance between xi and xj; KðxiÞ is
the set of k nearest neighbors of xi; ti is the class label of xi; and β
is a tuning parameter. The local scattering and the non-local
scattering are defined as follows. Let A be a linear transformation
matrix. The local scattering JLðAÞ is defined as

JLðAÞ ¼ATSLA ð5Þ
where SL ¼ ð1=2n2ÞPn

i ¼ 1
Pn

j ¼ 1 wi;jðxi�xjÞðxi�xjÞT . The non-local
scattering JNðAÞ is defined by

JNðAÞ ¼ ATSNA ð6Þ
where SN ¼ ð1=2n2ÞPn

i ¼ 1
Pn

j ¼ 1ð1�wi;jÞðxi�xjÞðxi�xjÞT . The opti-
mal transformation matrix A can be obtained by

arg max JðAÞ ¼ arg max AT ðð1�γÞSN�γSLÞA ð7Þ
where the constant γ is an adjustable parameter. Then the optimal
linear features of all data xiAX can be obtained by

Y¼ATX ð8Þ
For any yiAY, a data point ynAY can be assigned to the same class as
yi if the following condition is satisfied:

yn ¼ arg
8 j

minð‖yj�yi‖Þ ð9Þ

2.3. Support Vector Machine

Support Vector Machine (SVM) [35, 36] has been very popular in
solving dichotomy classification problems. It mapped the data in
feature space onto a higher dimensional feature space by a set of
kernel functions so that the data are absolutely separable. The values
of targets are in fþ1; �1g. The data are separated by a hyperplane
and the class of each datum is determined by this condition. Let xj

and b be a datum and a bias, respectively. If ðwxjþbÞr�1, then it is
in class �1. But if ðwxjþbÞZþ1, then it is in class þ1. Any datum
whose value ðwxjþbÞ in between �1 and þ1 is indeterminate. The
most commonly used kernel function is inner product of two feature
vectors.

2.4. Forward feature selection

Forward feature selection method selects one feature at a time
which gives the best prediction accuracy in combination with the
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