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a b s t r a c t

Extracting medical knowledge by structured data mining of many medical records and from unstruc-
tured data mining of natural language source text on the Internet will become increasingly important for
clinical decision support. Output from these sources can be transformed into large numbers of elements
of knowledge in a Knowledge Representation Store (KRS), here using the notation and to some extent the
algebraic principles of the Q-UEL Web-based universal exchange and inference language described
previously, rooted in Dirac notation from quantum mechanics and linguistic theory. In a KRS, semantic
structures or statements about the world of interest to medicine are analogous to natural language
sentences seen as formed from noun phrases separated by verbs, prepositions and other descriptions of
relationships. A convenient method of testing and better curating these elements of knowledge is by
having the computer use them to take the test of a multiple choice medical licensing examination. It is a
venture which perhaps tells us almost as much about the reasoning of students and examiners as it does
about the requirements for Artificial Intelligence as employed in clinical decision making. It emphasizes
the role of context and of contextual probabilities as opposed to the more familiar intrinsic probabilities,
and of a preliminary form of logic that we call presyllogistic reasoning.

& 2016 Elsevier Ltd. All rights reserved.

1. Introduction

1.1. Medical knowledge in computer systems

The growth of the ability of computers to capture and use
clinical and biomedical knowledge may represent an important
transition in human history [1]. In particular, the wealth of data
and knowledge on the Internet and its World Wide Web should
lead to improved clinical decision support (CDS) by computer
systems, i.e. to improved clinical decision support systems CDSS
[1]. Prior to the growth of the Internet, software with similar goals,
such as that of the pioneering Stanford MYCIN project [2] did, of
course, exist, and it is notable that right from the outset, most such
systems developed for medicine were seen as needing to consider
probabilistic measures, such as degrees of certainty, to be asso-
ciated with statements of clinical or biomedical knowledge [1,2].

However, these were Expert Systems that obtained their knowledge
offline by useful statements about the world inputted with asso-
ciated probabilities estimated by human experts, often seen as
requiring a specialist human knowledge engineer to act as med-
iator, and overall representing a very time-consuming process
[1,2]. We recently introduced a CDS application called MARPLE [3].
MARPLE stands for Medical Automated Reasoning Programming
Language Environment. A common theme of work of this kind is
that it involves a repository of knowledge in a form that computers
can more readily use. Such a repository for prediction and decision
making is said to be a knowledge representation store (KRS). Any
kind of KRS is a set of syntactic and semantic conventions that
describe things and relationships. Any specific example from such
a store is a knowledge element or KRS element, that early Expert
System designers might describe as a kind of frame [1,2]. MARPLE
rests on a considerable body of previous work by ourselves, col-
laborators, and other workers, and these efforts close to its
essential features are first reviewed here (this Section 1). We also
introduce the new version, MARPLE 2, which has significant
advantages in helping ensure the quality of the above knowledge,
an important consideration as follows.
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1.2. The impact of data mining

Many matters discussed in this paper are not yet widely seen as
significant pressing problems for the current CDSS industry, because
the types of decision support that are currently most widely used are
still largely limited to alerts, reminders, and tools designed to ease
workflow or enhance cognition [4]. However, studies like MARPLE
are timely. There has been an escalating interest in “Big Data” and
rapid progress in data mining of it [1], including of electronic health
records [1,5]. The input data being “mined” is usually conveniently
classified as of two types (a) structured data as in spreadsheets but
also including relatively structured data as in electronic health records
(EHRs) or similar public health sources, and (b) so-called unstructured
data, in the present case simply meaning that it is mainly repre-
sented by natural language text (NLT) on web pages and other
medical text accessible in digital form. MARPLE gets some of its
knowledge to use, test, or further curate if necessary from offline
digital repositories of data and other knowledge collections [1,4,5],
and from the automatic “surfing” of the Internet, particularly to
extract knowledge from NLT as described in this paper. Because of
the escalating quantity of information obtained by data mining, and
with future applications to CDS in a real clinical setting in mind, the
quality of it as usable and authentic knowledge is of concern. MAR-
PLE draws on both structured and unstructured data not least
because each has well known strengths and weaknesses. Notably,
while structured data mining can efficiently provide probabilities to
certain important kinds of knowledge, mining natural language text
on the Internet usually faces the problem that prevalence may reflect
matters of interest and newsworthiness in inverse relation to actual
frequency of occurrences in the “real world”. Combining elements of
knowledge from various sources and exploring means of overcoming
the above kind of probability problem are by no means unique to our
efforts (e.g. Ref. [6]). Nonetheless, the escalation of collected knowl-
edge makes it difficult to keep up with ensuring its quality.

1.3. Curation

Considerable focus in this present paper is placed on methods of
ensuring good provenance of KRS elements, which is essentially a
matter of demonstrating and ensuring the above quality. Especially
with applications to CDS in real clinical settings in mind, knowledge
elements should come as much as possible from good sources and
adequately represent the originally intended information, but in a
form usable by computers. In our definition, all aspects of this
including tidying, correction, and even rejection if necessary,
represent curation, briefly reviewed in Section 1.8. The MARPLE
project is primarily a study to develop better methods for curation
of KRS elements for CDS. In addition to structured and unstructured
data mining, MARPLE also gets some of its knowledge from human
experts just as was the case in Expert Systems like MYCIN [2] and as
persists for many CDSS today [1,5]. However, with MARPLE, the role
of the human expert has primarily become one of auditor, and of
curation not creation of KRS elements already obtained auto-
matically by data mining. Compared with early Expert Systems, the
human role is now more responsive rather than proactive. This is
important because having human experts provide knowledge in
good form is long known to be time-consuming [1,2], and it is
easier to automate a task of this well-defined nature.

1.4. Using medical licensing examinations

The prominent, unusual, and perhaps controversial feature of
MARPLE [3] is that, as one of its tests of quality of knowledge, it
attempts the kind of multiple choice examinations given to medical
students as a major part of the process of satisfying medical licen-
sing boards. These tests are undertaken by medical students to

obtain a license to practice medicine, and as practice and self-
assessment tests in preparation for taking these (see Section 1.9).
Only secondarily is our project an investigation of how the same
algorithms might be applicable to CDS, though this is potentially an
important spin-off. As with real students, along with formally
receiving knowledge, practicing these exams is part of the learning
process. Similarly, MARPLE is told the official “correct answer”, but
only after it has made an attempt to answer the question, which
contributes the official final exam score when we present results as
if it were an exam taken by a medical student. Curation of the KRS
to satisfy the criterion of good exam performance and learning from
the examinations (as well as “learning” by receiving knowledge
from data mining) become essentially the same thing. The level of
automation of curation is already fairly high. There is only human
intervention into the KRS when MARPLE persistently fails to answer
an exam questions correctly. Before that happens, MARPLE takes
considerable effort to seek out the knowledge required to answer
the exam question, without human intervention.2 By inspecting the
question and most importantly the candidate answers, MARPLE
queries the Internet and, having extracted knowledge from one web
page, it explores more deeply by searching in turn on links found,
including any found in a list of scientific references.

1.5. Further purposes of the present paper

Having a computer tackle medical school exams might seem
likely to require fairly advanced techniques in Artificial Intelligence
(AI). However, our preliminary studies [3] suggested that while such
exams obviously test some important qualitative aspects of captured
knowledge, they represent a rather restricted and “artificially crisp”
world, to allow the student every chance to verify his or her
knowledge. Our study is allowing us to comment of features that are
of educational interest, as well a dissecting out some issues that do
suggest some useful tools for CDS that are at least of the flavor of AI.
For example, such exams still clearly test knowledge, but usually the
reasoning with that knowledge almost always only requires pre-
syllogistic logic, a term that we introduce in more detail in Section 5.1
but provide the theoretical basis in Sections 2.3 and 2.4. Apart from
calculation questions that are excluded in the present study, very few
exceptions to that have been found. Whereas more complete logic
will be important for applications like CDS, it is a powerful pre-filter.
It relates to the somewhat surprising finding that so-called contextual
probabilities were sufficient [3]. These were originally intended just
to be rough empirical estimates of prior probabilities for identifying
the most likely answer, but they worked well with or without the
support of the more precise kinds of intrinsic probabilities that are
much more familiar, and which we would ideally like to test for CDS
as well as flat statements of knowledge. These are probabilities as
degrees of truth or scope intrinsically associated with each such
statement. MARPLE 2 has a much improved ability to separate parts
of the calculations and the parts of the KRS so that we can perform
“computer experiments” giving insight into the above issues, as
described in this paper. We also describe technological progress since
MARPLE 1. It is by processes of Internet searching, preliminary

2 The deep relationship between MARPLE learning from examinations (by
ultimately noting the official correct answer) and simply acquiring knowledge from
the Internet (irrespective of being tested in any examinations) is revealed by a
thought experiment. We imagine the best case that a web page contains text that is
essentially the question with the correct answer provided in the course of dis-
cussion. Indeed, published clinical case studies are essentially of that nature (Sec-
tion 1.9). In practice, MARPLE does not often hit upon anything like that which is
directly relevant. However, given long enough, and noting that hundreds of thou-
sands of extracts of knowledge can easily be generated in this way in a day, the
required information is likely to be found, even if element by element. Unfortu-
nately, accumulating too much knowledge in the rougher XTRACT form contributes
noise (Section 1.6).

B. Robson, S. Boray / Computers in Biology and Medicine 73 (2016) 71–9372



Download English Version:

https://daneshyari.com/en/article/504958

Download Persian Version:

https://daneshyari.com/article/504958

Daneshyari.com

https://daneshyari.com/en/article/504958
https://daneshyari.com/article/504958
https://daneshyari.com

