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h i g h l i g h t s

• We consider the sequential monitoring method based on the CUSUM of score functions.
• Our findings in the simulation study support the validity of our monitoring method.
• The proposed method is recommendable particularly when one aims to detect a change for one specific parameter in GARCH-type models.
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a b s t r a c t

This paper studies the monitoring procedure to detect a parameter change in GARCH-type models based
on the cumulative sum (CUSUM) of score functions as in Gombay and Serban (2009). For illustration, a
simulation study is carried out for asymmetric GARCH models.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

In this paper, we study the CUSUM monitoring procedure, de-
signed to sequentially detect a change of parameter vector compo-
nents in time series models with heteroscedasticity. Since (Page,
1954), the CUSUM test has been a useful device for this purpose.
Gombay (2003) and Gombay and Serban (2009) used the CUSUM
approach based on the score vectors for independent observa-
tions, and later, extended it to autoregressive processes. Unlike
the likelihood-ratio basedmonitoring procedure, theymeasure the
type 1 error with probability rather than the average run length
(ARL). The sequential monitoring method of Gombay and Serban
(2009) has merits to attain lower false alarm rate. In our study,
we focus on the monitoring process for generalized autoregres-
sive conditional heteroscedastic (GARCH) type processes. Since
the seminal paper of Engle (1982), GARCH processes have been
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playing a central role in modeling volatile time series. Among
them, asymmetric GARCH (AGARCH) models are well known to
properly describe the properties of the financial time series. Our
CUSUM monitoring process is based on the asymptotic property
of the partial sum of score vectors obtained from Gaussian quasi
maximum likelihood (QML) functions (Francq and Zakoïan, 2004).
Our method differs from that of Gombay and Serban (2009) in that
the asymptotic result does not rely on the convergence rate of the
parameter estimators induced from the law of iterated logarithm.

This paper is organized as follows. Section 2 states the proper-
ties of the QMLE in GARCH-type processes. Section 3 introduces
the CUSUM monitoring procedure and provides the asymptotic
behavior of the stopping rule. Section 4 evaluates its performance
in AGARCH(1,1) processes. Section 5 provides the proof.

2. Conditionally heteroscedastic time series models

We consider the conditionally heteroscedastic model:

Xt = σtZt , (1)
σ 2
t = gθ (Xt−1, . . . , Xt−p, σ

2
t−1, . . . , σ

2
t−q)
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for t ∈ Z, where {gθ : θ ∈ Θ} denotes a parametric family
of nonnegative functions on Rp

× [0,∞)q, θ belongs to a com-
pact subset K of Rd, (Zt ) are i.i.d. random variables with EZt =

0, Var(Zt ) = 1, and σt ≥ 0 is Ft−1-measurable. Here Ft =

σ (Zk; k ≤ t), t ∈ Z. One can use notation Xt = (Xt , . . . , Xt−p+1)T
and σ2

t = (σ 2
t , . . . , σ

2
t−q+1)

T to write σ 2
t = gθ (Xt , σ

2
t ). In this study,

we focus on the case of p = 1, q = 1.
Straumann and Mikosch (2006) embeded this model into a

stochastic recurrence equation (SRE) and provided sufficient con-
ditions for the stationarity, consistency, and asymptotic normality.
More precisely, we observe σ 2

t as a solution of the SRE: st+1 =

ψt (st ), t ∈ Z, where ψt (s) = g(s1/2Zt , s). The following is due
to Proposition 3.1 of Straumann and Mikosch (2006).

Proposition 1. For an arbitrary ς2
0 ∈ [0,∞), suppose that the

following conditions hold for the stationary ergodic sequence (ψt ):
(S1) E[log+

|ψ0(ς2
0 )|] < ∞

(S2) E[log+Λ(ψ0)] < ∞ and for some integer r ≥ 1, E[logΛ
(ψ (r)

0 )] = E[logΛ(ψ0 × · · · × ψ−r+1)] < 0, where Λ(ψ) =

supx,y∈E,x̸=y

(
d(ψ(x),ψ(y))

d(x,y)

)
for any map ψ : E → E.

Then, the SRE admits a unique stationary ergodic solution σ 2
t . In

particular, we can write

σ 2
t = lim

m→∞
ψt−1 ◦ · · · ◦ ψt−m(ς2

0 ), t ∈ Z, (2)

where the latter limit is irrespective of ς2
0 .

Let (Xt , σ
2
t ) be the stationary ergodic solution of model (1) with

true parameter θ = θ0. With initial value ς2
0 ∈ [0,∞), we define:

ĥt (θ ) =

{
ς2
0 t ≤ 0

Φt−1(ĥt−1) t ≥ 1,

where Φt : C(K , [0,∞)) → C(K , [0,∞)) is defined by [Φt (s)]
(θ ) = gθ (Xt , s(θ )), t ∈ Z. The ĥt (θ ) is regarded as an estimate
of σ 2

t under the parameter hypothesis of θ . Note that ĥt (θ0) = σ̂ 2
t

for all t ∈ N. The following is due to Proposition 3.12 of Straumann
and Mikosch (2006).

Proposition 2. Assume that the map (θ, s) ↦→ gθ (x, s) is continuous
at every x ∈ R. Then, if E(log+

|Φ0(ς2
0 )|) < ∞, E[log+Λ(Φ0)] < ∞,

∃ integer r ≥ 1 such that E[logΛ(Φ(r)
0 )] < 0, then the SRE st+1 =

Φt (st ) has a unique ergodic and stationary solution (ht ). Moreover, ht
is Ft−1-measurable and ht (θ0) = σ 2

t a.s.

Suppose that X0, . . . , Xn are generated by model (1) with true
parameter θ0. We define the quasi likelihood by

L̂n(θ ) =

n∑
t=1

l̂t (θ ) = −
1
2

n∑
t=1

(
X2
t

ĥt (θ )
+ log ĥt (θ )

)
. (3)

Then, the QMLE θ̂n is given by

θ̂n = argmax
θ∈K

L̂n(θ ). (4)

Similarly, we define

Ln(θ ) =

n∑
t=1

lt (θ ) = −
1
2

n∑
t=1

(
X2
t

ht (θ )
+ log ht (θ )

)
(5)

and

θ̃n = argmax
θ∈K

Ln(θ ). (6)

Below is the list of the conditions for the strong consistency of
θ̂n:
(C1) Model (1) with θ = θ0 admits a unique stationary ergodic
solution (Xt , σ

2
t ) with E(log+σ 2

0 ) < ∞.

(C2) The conditions in Proposition 2 are satisfied with θ0 ∈ K .
(C3) There exists a constant g > 0 such that gθ (x, s) ≥ g for all
(x, s) ∈ R × [0,∞) and θ ∈ K .
(C4) ∀θ ∈ K , h0(θ ) ≡ σ 2

0 a.s. if and only if θ = θ0.
Moreover, we assume the following conditions to get the

asymptotic normality of the QMLE:
(N1) ht is twice continuously differentiable on K .
(N2) The following moment conditions hold: (i) EZ4

0 < ∞

(ii) E
(

∥h′
0(θ0)∥

2

σ4
0

)
< ∞, (iii) E∥l′0∥K < ∞, (iv) E∥l′′0∥K < ∞.

Here, the derivatives are the same as those of Straumann and
Mikosch (2006) and∥·∥ stands for the Frobenius normwith∥g∥K =

sups∈K∥g(s)∥.
(N3) The components of the vector ∂gθ

∂θ
(X0, σ

2
0 )|θ=θ0 are linearly

independent random variables.
The following is due to Theorem 7.1 of Straumann andMikosch

(2006).

Proposition 3. Under conditions (C1)–(C4) and (N1)–(N3), the
QMLE θ̂n is strongly consistent and asymptotically normal, that is,
√
n(θ̂n − θ0)

d
→ N(0,V0), as n → ∞,

where the asymptotic covariancematrixV0 =
1
4E(Z

4
0 −1)(E[( ∂σ

2(θ0)
∂θ0

)T

( ∂σ
2(θ0)
∂θ0

)/σ 4
0 ]).

For example, the AGARCH(1,1) model, given by

Xt = σtZt , (7)

σ 2
t = ω + α(|Xt−1| − γXt−1)2 + βσ 2

t−1,

fulfills the conditions in the propositions. Let θ = (ω, α, β, γ )T
with ω > 0, α, β ≥ 0 and |γ | ≤ 1. The AGARCH(1,1) model has a
unique ergodic and stationary solution if and only if

lim
n→∞

1
n + 1

E

[
0∑

t=−n+1

log(α(|Zt | − γ Zt )2 + β)

]
< 0.

Further, αE[(|Z0| − γ Z0)2] + β < 1 implies EX2
0 < ∞. If the

distribution of Z0 is not concentrated at two points and θ0 ∈ K ,
the QMLE is strongly consistent. Furthermore, if EZ4

0 < ∞ and
P(|Z0| ≤ z) = o(zµ) for some µ > 0 as z ↓ 0, then the QMLE
is asymptotically normal with covariance matrix V0 =

1
4E(Z

4
0 −

1)E[( ∂σ
2(θ0)
∂θ0

)T ( ∂σ
2(θ0)
∂θ0

)/σ 4
0 ].

3. CUSUMmonitoring procedure

We apply the monitoring method proposed by Gombay and
Serban (2009) to model (1). Below, we deal with the monitoring
procedure to detect a change of θ1. The other parameters can be
handled similarly. For this task, we set up the null hypothesis:

H0 : θ01 remains unchanged up to time n.

Here, θ01 is assumed to be known and η = (θ2, . . . , θd)T plays as an
unknown nuisance parameter, assumed to be constant up to time
n.

For each k ≥ 1, we define

Wk(θ01, η̂n) = V̂−1/2
n,1,1 (θ01, η̂n)

k∑
t=1

∂ l̂t (θ01, η̂n)
∂θ1

, (8)

with V̂−1
n,1,1(θ ) stands for the inverse of the (1,1)th entry of the

matrix:

V̂n(θ ) =

(
1
4n

n∑
t=1

(Ẑ4
t − 1)

)(
1
n

n∑
t=1

ĥ′
t (θ )

T ĥ′
t (θ )

ĥt (θ )2

)−1

, (9)

with Ẑt = Xt/(ĥt (θ )1/2).
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