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h i g h l i g h t s

• There exists serial correlation in the context of long forecasting horizons in Diffusion Index forecast.
• We propose to use robust KVB statistic to replace the regular t statistic in hypothesis tests.
• Hard-thresholding with KVB statistic shows better performance than existing methods.
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a b s t r a c t

In this paper we propose a new methodology in improving the Diffusion Index forecasting model (Stock
and Watson, 2002a, 2002b) using hard thresholding with robust KVB statistic for regression hypothesis
tests (Kiefer et al., 2000). The newmethod yields promising results in the context of long forecasting hori-
zons and existence of serial correlation. Numerical comparison indicates that the proposed methodology
can improve upon the existing hard thresholding methods and outperform the soft thresholding meth-
ods (Bai and Ng, 2008) when applied to a real data set that forecasts eight macroeconomic variables in
the United States.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Diffusion Index (DI) forecast has received much attention in re-
cent decades. It offers a fairly simple solution, through principal
component analysis (PCA), to combine and extract important in-
formation from a large number of variables. This model proves to
be increasingly useful in many fields, especially economic fore-
casting, as large data sets with hundreds of variables have become
easily available. From a theoretical perspective, there has been rig-
orous research, pioneered by Stock and Watson (2002a) and Bai
andNg (2002, 2006), that investigated the asymptotic properties of
DI model and proved its consistency. From a practical perspective,
practitioners have found substantial values in DI to help improve
efficacy ofmodel forecasting. Stock andWatson (2002b) found that
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DI forecast can largely outperformmanymodels, including autore-
gressive (AR) model, vector autoregressive (VAR) model, multi-
variate leading indicator model, and Phillips curve model, when
forecasting eight macroeconomic variables in the United States.
Using DI model, Brisson and Galbraith (2003) discovered gains in
forecast accuracy of low-predictability time series, growth rates of
real output and real investment, relative to a variety of alternatives,
including the forecasts given by the Organization for Economic Co-
operation and Development (OECD).

If we denote yht+h as the scalar value of the response variable
to be predicted h time units in the future, and let Xt (N × 1) be
the vector of predictor variables, the Diffusion Index model can be
expressed as follows:

yht+h = α +

m
j=1

βjFt−j+1 +

p
j=1

γjyt−j+1 + ϵt+h, (1)

Xt = 3Ft + et (1 ≤ t ≤ T ). (2)
Here Ft is a factor of dimension r×1,βj is the 1×r coefficient vector
of lag j−1 of Ft , γj is the scalar coefficient of lag j−1 of yt , ϵt+h and
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et are white noises, and yt and Xt are stationary. In addition, Xt is
standardized so that it has zeromean and unit variance. The lags of
yt are included to account for serial correlation. We refer to (1) as
the forecast model and (2) as the factor model. The DI forecasting
model states that yht+h is a linear function of some unobserved
factors Ft and its own lags, where Ft can be expressed through a
large number of predictors, Xt , with factor loading 3 of dimension
N × r .

The factor model (2) can be represented in matrix form as
follows:

X = F3′
+ e,

where X = (X1, . . . , XT )
′, F = (F1, . . . , FT )′, and e = (e1, . . . , eT )′.

Denote A as the N × N orthogonal matrix of eigenvectors corre-
sponding to eigenvalues in descending order, and letAr be anN×r
matrix with the first r columns of A. The parameters in (2) can be
estimated based on Least Squares Criterion by
3̂ =

√
NAr

F̂ = X3̂/N.

Under identification conditions, Stock and Watson (2002a) show
that the principal components consistently estimate the unob-
served factors Ft up to a sign. Furthermore, if the usual ordinary
least squares (OLS) conditions hold for (1), we obtain asymptoti-
cally efficient feasible forecasts (see Theorems 1 and 2 in Stock and
Watson, 2002a).

This paper focuses on the practical methodologies in improv-
ing the DI forecasting model. Bai and Ng (2008) propose different
methods of hard thresholding that can increase forecast accuracy.
Wenoticed the existence of inherently strong serial correlationdue
to overlapping windows in long forecast horizons, and thus argue
against the use of standard t statistic for testing the significance of
individual predictor variable in the hard thresholding procedure.
We propose to implement the robust KVB test for regression hy-
pothesis (Kiefer et al., 2000) in the context of hard thresholding.
Numerical results confirmed that the use of KVB statistic instead
of a regular t statistic in hard thresholding yields substantial im-
provement in forecast efficiency. We found that hard thresholding
with KVB statistic is a promising method to identify targeted pre-
dictors for DI forecast with long forecast horizons. Moreover, we
further argue that compared to soft thresholding (see Bai and Ng,
2008), hard thresholding ismore desirable in the context of DI fore-
cast.

The rest of the paper is organized as follows: In Section 2 we
propose a newmethodology of hard thresholding with robust KVB
test and compare it to the existing hard thresholding methods
proposed in Bai and Ng (2008). Section 3 presents a real data
analysis in comparing the proposed model with various DI models
with or without hard thresholding. In Section 4, we argue that
hard thresholding using the robust KVB test is a more desirable
refinement compared to soft thresholding in DI forecast. We then
conclude the paper with some final remarks.

2. Hard thresholding with KVB

One argument against the DI forecast model is that the original
set of predictors may not be all relevant in forecasting yht+h. This
implies that while the leading principal components can explain
the majority of the variation among the predictors, they may not
be as efficient as possible in forecasting due to the noises from the
irrelevant predictors. Bai andNg (2008) propose hard-thresholding
methods that aim to filter out irrelevant predictors from the
original data set. They considered a t-test procedure to determine
the significance of each potential predictor by augmenting an AR
model with each individual predictor. To adjust the threshold for
simultaneous significance tests, they considered Bonferroni-type

corrections. In this section, we propose a potential refinement
for the hard-thresholding method in Bai and Ng (2008) by using
the robust KVB statistic to replace the standard t-test statistic in
identifying relevant predictors.

2.1. KVB method

When producing monthly forecasts with 12-month forward
horizon, there are 11 overlapping months when predicting the
response variable. Therefore, there is strong serial correlation (by
construction) in the response variable. Because serial correlation
tends to inflate the t-statistic, this creates an inevitable issue
in hard thresholding whenever the forecasting horizon is longer
than the forecast frequency. The longer the forecasting horizon
is, the more serious the issue would be. This problem cannot
be resolved by simply adding more lags of yt because (1) the
maximumnumber of lags p can be less than the forecasting horizon
h, and (2) allowing too many lags pmay seriously affect the finite-
sample property of the test statistic (see Cheung and Lai, 1995).
One can possibly address the latter issue by fixing the critical
values through Monte Carlo simulation. However, this would be
computationally intensive, as we need to conduct simulation for
each of the hundreds of predictors per forecasting period. Since
at the stage of hard thresholding the inference for the individual
predictor is of primary interest, we propose to implement the
robust regression hypothesis test developed by Kiefer et al. (2000)
to adjust for serially correlated errors. The KVB test statistic is
known for its robust finite-sample properties. In addition, it fits
well into the context of hard thresholding with long forecasting
horizons.

The idea behind KVB test is as follows: consider a simple bivari-
ate regression where Xt and β are scalars and Xt is centered. Note
that Kiefer et al. (2000) derive the general method for multivariate
case. For the purpose of hard thresholding in DI forecast, we only
consider the casewith a single predictor each time. Denote the OLS
estimate for the parameter as β̂ . Define St =

t
j=1 vj =

t
j=1 Xjϵj

and σ 2
S = Γ 2

0 +


∞

j=1(Γj +Γ ′

j ), where Γj = E(vtvt−j). Under weak
regularity conditions, we have
√
T (β̂ − β)

d
−→ N


0, σ 2

S /σ 4
x


,

where σ 2
x is the variance for the predictor variable. Although one

can estimate σ 2
S using kernel estimation method as suggested by

Newey and West (1987), the resulting test statistic is known to
have a poor finite-sample distribution and therefore tends to re-
ject the null hypothesis more often than under normality. Kiefer
et al. (2000) consider a test statistic that does not require the es-
timation of σ 2

S . Moreover, it turns out that this statistic has very
good finite-sample properties.

The KVB statistic is defined as

tKVB =

√
T (β̂ − β0)

Ĉ σ̂ 2
x

, (3)

where Ĉ = T−2 T
t=1 Ŝ

2
t and Ŝt =

t
j=1 Xjϵ̂j. The distribution of

tKVB is symmetric at 0 with flatter tails than a regular t statistic,
as seen in Fig. 1 of Kiefer et al. (2000). Although the asymptotic
distribution of tKVB is non-standard, its asymptotic critical values
can be simulated easily. For instance, the 97.5th percentile of tKVB
is 6.811 (see Table 1 of Kiefer et al., 2000).

Theoretically, using KVB statistic in hard thresholding to iden-
tify significant predictors in DI model is robust to the existence of
serial correlation. Therefore, we propose to use KVB statistic to re-
place the regular t statistic in hard thresholding, and expect that
this refinement would improve upon the existing methods. To in-
vestigate the performance of our proposed method, we will com-
pare forecast efficiency of various models, including our proposal,
based on a real data set that is used to forecast eight macroeco-
nomic variables in the United States.
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