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HIGHLIGHTS

e We discuss the power of the Bayesian approach for SEM estimation.
e We compare between the Bayesian and covariance based approaches in small sample sizes.
e We discuss several SEM contexts where the Bayesian approach provides unique advantages.
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ABSTRACT

While the Bayesian SEM approach is now receiving a strong attention in the literature, tourism studies
still heavily rely on the covariance-based approach for SEM estimation. In a recent special issue dedicated
to the topic, Zyphur and Oswald (2013) used the term “Bayesian revolution” to describe the rapid growth
of the Bayesian approach across multiple social science disciplines. The method introduces several ad-
vantages that make SEM estimation more flexible and powerful. We aim in this paper to introduce
tourism researchers to the power of the Bayesian approach and discuss its unique advantages over the
covariance-based approach. We provide first some foundations of Bayesian estimation and inference. We
then present an illustration of the method using a tourism application. The paper also conducts a Monte
Carlo simulation to illustrate the performance of the Bayesian approach in small samples and discuss
several complicated SEM contexts where the Bayesian approach provides unique advantages.

Monte Carlo simulation

© 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Over the last two decades, structural equation modelling (SEM)
has become one of the most popular methodologies in tourism
research. The method's popularity stems from its ability to handle
complicated relationships between latent and observed variables,
which are highly common in tourism research (Reisinger & Turner,
1999). While relatively a complex method, the availability of several
SEM software packages (e.g. AMOS, LISREL, Mplus) has certainly
facilitated the widespread application of the method and brought it
within the reach of the applied researcher (Assaf, Oh, & Tsionas,
2016). Basically, SEM consists of the “measurement equation”,
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which is like a regression model between the latent and observed
variables, and the “structural equation”, which is a regression be-
tween the latent variables. With latent variables not being directly
observed, one cannot use normal regression techniques to analyse
the model.

A traditional approach in estimating SEM has been, “the
covariance based approach”, which focuses “in fitting the covari-
ance structure of the model to the sample covariance matrix of the
observed data” (Lee & Song, 2014, p. 276). Though in many situa-
tions, this estimation method works fine and produces reliable
estimates (Assaf et al., 2016), there are some complicated data
structure and model assumptions where the “covariance based
approach” will encounter “serious difficulties and will be unable to
produce correct results for statistical inferences” (Lee & Song, 2014,
p. 277). As recently highlighted by Assaf et al. (2016), one of the
main motivations for using the Bayesian approach for SEM esti-
mation is its flexibility to handle many complicated models and/or
data structures. Importantly, the “covariance approach” based on
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estimation methods such as maximum likelihood (ML) or gener-
alized least squares (GLS) is only asymptotically correct (viz. it only
works according to statistical theory with large sample). It is also
“well known that the statistical properties of the estimates and the
goodness-of-fit test obtained from these approaches are asymp-
totically true only” (Lee & Song, 2004, p. 653). Hence, using them in
small samples should be done with caution.

Our aim in this paper is to provide for the first time a thorough
introduction of the Bayesian approach for SEM estimation. Despite
the growing popularity of the Bayesian approach in related fields
such as Marketing and Management, it has yet to receive strong
attention in the tourism literature (Zyphur & Oswald, 2013). Apart
from its ability to handle more complicated SEM models, the
Bayesian approach introduces several important advantages: 1) it
allows the inclusion of prior information in the analysis; 2) it is more
robust to small sample sizes, 3) it provides more reliable formal
model comparison statistics, 4) it “provides a better approximation
to the level of uncertainty, or, conversely, the amount of information
provided by the model” (Rossi & Allenby, 2003, p. 306), and 5) it can
be used with SEM models that include unobserved heterogeneity in
the form of various random effects.

It is surprising that despite these advantages there are very
limited Bayesian SEM studies in tourism (Assaf et al., 2016). We aim
in this paper to introduce tourism researchers to the power of the
Bayesian SEM approach, and discuss how the method can address
some of the main limitations of the covariance-based approach. We
discuss several interesting contexts where the Bayesian approach
can help SEM researchers overcome complex model situations.
With the method not being well established in the tourism litera-
ture, we start first with a brief overview of the Bayesian approach,
demonstrating its advantages and illustrating how the results can
be presented and interpreted. We then discuss the Markov Chain
Monte Carlo (MCMC) technique, the most common method for
Bayesian estimation. We follow this with an illustration of a
Bayesian SEM estimation using the Winbugs software. We also
conduct a Monte Carlo simulation to illustrate the advantages of the
Bayesian approach over the covariance-based approach in small
samples, using a well-established tourism model. The paper con-
cludes with a discussion of several complicated SEM contexts
where the Bayesian approach can provide unique advantages. Our
main goal is to encourage the use of Bayesian methods for SEM
estimation in the tourism literature.

2. Basic illustration of SEM

The basic linear SEM framework' consists of the following
measurement and structural equations:
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where in (1), y; and x; are the observed variables which are the
respective indicators of n;, §;, Ay. /x are loading matrices and ¢;, and

T As most tourism researchers are now well familiar with SEM, we do not intend
here to provide a detailed background of the method.

0; are random vectors of error measurements. ¥, @, 0., and 0; are
the covariance matrices of {;, &;, & and §;, respectively, usually
assumed to be diagonal, and in (2), n; is an endogenous latent
vector, B and I' are matrices of regression coefficients, §; is an
exogenous latent vector, and ; is a random vector of error
measurement.

From Bollen (1989, p. 325) we can find the implied covariance
matrix of the model after collecting all unknown parameters into
the vector = ® <R, where d is the number of parameters and 0 is
the parameter space. We have:
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Based on these expressions the maximum likelihood criterion to
be maximized (Bollen, 1989, p. 335) is:

Fur(6) = —{log|2(0)| + tr(Sz71(6)) } +log|s| + (p+a),  (8)

where S is the empirical covariance matrix, the last two terms can
be omitted and a “quick” necessary condition for identification is
d< %(p +q)(p + q + 1). Maximization of (8) is performed numeri-
cally in many commonly available software programs like AMOS,
LISREL, Mplus etc. There are many situations where using this
covariance based approach will encounter serious difficulties “for
many complicated situations: for example, when deriving the
covariance structure is difficult, or the data structures are complex”
(Lee & Song, 2012, p. 15). Our goal here is to elaborate on the
Bayesian estimation of SEM, illustrating its advantages and its
reliability in small samples. We also present several complicated
data generating processes or models where the Bayesian approach
presents some unique advantages.

To set the framework for Bayesian SEM, we believe it is impor-
tant to start first with description of the Bayesian approach. The
literature currently lacks such description, not only within the
context of SEM but within other modelling approaches. We focus
on the basic ideas of Bayesian inference for both model estimation
and model comparison.

3. Brief overview of the Bayesian approach
3.1. Basic concepts

The key difference between the “Bayesian approach” and the
“sampling-theory or frequentist paradigm” is that in the latter one
proceeds under the assumption that the coefficients are fixed but
unknown. In the Bayesian paradigm, the data is treated as fixed and
statistical uncertainty comes from the stochastic nature of the pa-
rameters. More often than not, in the frequentist paradigm, the
exact finite-sample distributions of estimators of parameters are
unknown and one has to resort to asymptotic approximations for
them. Such approximations can range from totally invalid to hardly



Download English Version:

https://daneshyari.com/en/article/5108586

Download Persian Version:

https://daneshyari.com/article/5108586

Daneshyari.com


https://daneshyari.com/en/article/5108586
https://daneshyari.com/article/5108586
https://daneshyari.com

