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a b s t r a c t

Weobtain the asymptotic distribution of the linear rank statistics under weak dependence.
We consider a sequence of strong mixing random vectors with unequal dimensions and
show the asymptotic normality of the rank statistics based on overall ranking.
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1. Introduction

In this paper we study the weak convergence of linear rank statistics defined using a sequence of strong mixing random
vectors. The vector coordinates can be dependent or independent and have varying dimensions. We give the technical
conditions under which the linear rank statistics verify the asymptotic normal distribution. The model that we invoke here
follows as in Brunner and Denker (1994). In Brunner and Denker (1994) the authors obtained the asymptotic normality of
the linear rank statistics where the observations form an array of independent random vectors and also discussed multiple
applications to factorial designs with repeated measurements.

Other papers that deal with linear rank statistics in the context of weak dependence are Denker and Rösler (1985),
where the classical two sample linear rank statistic for stationary uniform mixing and strong mixing is considered, Fears
andMehra (1974), Ahmad and Lin (1980) that extend the Chernoff–Savage theorem. Harel and Puri (1993) studied the weak
convergence for linear rank statistics for nonstationary random variables under φ-mixing and strong mixing assumptions.

One of the goals of this paper is to update the weak convergence result for rank statistics with recent development in the
study of weakly dependent processes. The method of proof is based on Taylor expansion of the linear rank statistic in terms
that have a U-statistic structure. Thenwe use a result by Dehling andWendler (2010) to find the secondmoment estimators
for the terms in the decomposition and the Lindeberg result by Utev (1990).

2. Simple linear rank statistics

We use the standard notation introduced in Brunner and Denker (1994) and in Denker and Tabacu (2015).
Let Xi = (Xi1, . . . , Ximi ), i ≥ 1 be a sequence of random vectors with continuous marginal distributions Fij(x) = P(Xij ≤

x), x ∈ R, j = 1, . . . ,mi. Let N(n) =
∑n

i=1mi be the number of observations involved in the vectors X1, . . . ,Xn and
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λ
(n)
ij (1 ≤ j ≤ mi, 1 ≤ i ≤ n) be known regression constants. We assume that

max1≤i≤n, 1≤j≤mi |λ
(n)
ij | = 1. (2.1)

Define

H (i)(x) =

mi∑
j=1

Fij(x), Ĥ (i)(x) =

mi∑
j=1

I(Xij ≤ x), (2.2)

F (i,n)(x) =

mi∑
j=1

λ
(n)
ij Fij(x), F̂ (i,n)(x) =

mi∑
j=1

λ
(n)
ij I(Xij ≤ x), (2.3)

Hn(x) =
1

N(n)

n∑
i=1

H (i)(x), Ĥn(x) =
1

N(n)

n∑
i=1

Ĥ (i)(x), (2.4)

Fn(x) =
1

N(n)

n∑
i=1

F (i,n)(x), F̂n(x) =
1

N(n)

n∑
i=1

F̂ (i,n)(x), (2.5)

where I(A) is the indicator function of the set A. The simple linear rank statistic that we are interested in is defined by

Ln(J) =

∫
∞

−∞

J
(

N(n)
N(n) + 1

Ĥn

)
d̂Fn =

1
N(n)

n∑
i=1

mi∑
j=1

λ
(n)
ij J
(

Rij(n)
N(n) + 1

)
, (2.6)

where Rij(n) denotes the rank of Xij among all random variables {Xkl : 1 ≤ k ≤ n, 1 ≤ l ≤ mk} and J : (0, 1) → R denotes an
absolutely continuous score function. Let

Tn(J) = Ln(J) −

∫
∞

−∞

J(Hn)dFn, (2.7)

Bn(J) =

∫
∞

−∞

J(Hn)d(̂Fn − Fn) +

∫
∞

−∞

J ′(Hn)(Ĥn − Hn)dFn, (2.8)

σ 2
n (J) = N(n)2Var(Bn(J)). (2.9)

We assume that the underlying random vectors satisfy the strong mixing assumption. Recall that (Xn)n≥1 satisfies the
strong mixing condition if

α(n) = sup
k∈N

sup
A∈Fk

1 ,B∈F∞
k+n

|P(A ∩ B) − P(A)P(B)| → 0 as n → ∞,

where Fb
a = σ (Xi, a ≤ i ≤ b) is the σ -field generated by the random vectors Xi, a ≤ i ≤ b.

We also need the concept of p-continuity of a function. The definition of p-continuity was introduced in Borovkova
et al. (2001) and it is related to the continuity property given by Denker and Keller (1986). Definition 2.1 is adapted to a
nonstationary sequence of random variables and a function that is not symmetric. Examples of p-continuous kernels are
given in Borovkova et al. (2001).

Definition 2.1. Let (X, Y ) be a R2-valued random variable and g : R2
→ R be a measurable function. Then we say that g is

p-continuous (with respect to (X, Y )) if there exists a function φ : (0, ∞) → (0, ∞) with φ(ϵ) → 0 as ϵ → 0 such that for
all ϵ > 0

E(|g(X ′, Y ′) − g(X ′′, Y ′)|pI(|X ′
− X ′′

| ≤ ϵ)) ≤ φ(ϵ),

E(|g(X ′, Y ′) − g(X ′, Y ′′)|pI(|Y ′
− Y ′′

| ≤ ϵ)) ≤ φ(ϵ)

hold for all random variables X ′, X ′′, Y ′, Y ′′ such that (X ′, Y ′) has the distribution PX,Y or PX ×PY , X ′′ has the same distribution
as X and Y ′′ has the same distribution as Y .

3. Asymptotic normality

The weak convergence of N(n)
σn(J)

Tn(J) under strong mixing assumptions on the random vectors (Xi)i≥1 is obtained in
Theorem 3.1. Its proof has the same structure as in Brunner and Denker (1994).
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