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a b s t r a c t

In this paper we use the sieve framework to prove consistency of the ‘direct integral
estimator’ of parameters for partially observed systems of ordinary differential equations,
which are commonly used for modeling dynamic processes.

© 2017 Elsevier B.V. All rights reserved.

1. Introduction

Dynamic systems are ubiquitous in nature and are used tomodelmany processes in biology, chemistry, physics,medicine,
and engineering. In particular, systems of ordinary differential equations (ODEs) are commonly used for the mathematical
modeling of the rate of change of dynamic processes. In many practical applications, the process can only be partially
measured, a fact that renders estimation of parameters of the system extremely challenging. Recently, a ’direct integral
estimator’ for partially observed ODEswas introduced (Dattner, 2015), and its finite sample performancewas demonstrated
using both synthetic and real data. In addition, the practical performance of the integral estimator was demonstrated in a
challenging biological setup of partially observed systems of ODEs (Dattner et al., 2017). However, the theoretical properties
of the direct integral estimator for partially observed systems of ODEs were not derived. In this paper we use the sieve
framework to prove consistency of the direct integral estimator.

The process of interest is usually modeled by the ODE system{
x′(t) = F (x(t); θ), t ∈ [0, T ],

x(0) = ξ,
(1)

where x(t) ∈ Rd, ξ ∈ Ξ ⊂ Rd, θ ∈ Θ ⊂ Rp, T is a known positive constant and F : Rd
× Rp

→ Rd is a known function of
x(t) and θ. Given the values of ξ and θ, we denote the solution of (1) by x(t) = x(t; θ, ξ), t ∈ [0, T ]. The aim is to estimate
the unknown parameter θ (and if necessary ξ) from noisy observations

Yj(ti) = xj(ti; θ, ξ) + εj,i, i = 1, . . . , n, j = 1, . . . , r, (2)
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where 0 ≤ t1 < · · · < tn = T < ∞, r ≤ d, and εj,i is the unobserved measurement error for xj at time ti. Consider systems
linear in the parameters that have the form

F (x(t); θ) = g(x(t))θ, (3)

where g : Rd
→ Rd×p maps the d-dimensional column vector x into a d × pmatrix. Define the system of integral equations

x(t) = ξ +

∫ t

0
g(x(s))ds θ, t ∈ [0, T ], (4)

which follows from (1) and (3) by integration. The case of systems linear in (functions of) the parameters and r = d,
was studied in Dattner and Klaassen (2015) where a ’direct integral estimator’ was developed, and its

√
n-consistency was

derived. Specifically, in view of (4), Dattner and Klaassen (2015) suggested to estimate the parameters θ and ξ byminimizing∫ T

0
∥̂x(t) − ξ −

∫ t

0
g(̂x(s))ds θ∥2dt (5)

with respect to θ and ξ, where x̂(t), t ∈ [0, T ], is a specific estimator of x(t; θ, ξ). Here and subsequently, ∥ · ∥ denotes the
Euclidean norm for a vector argument and the Frobenius norm for a matrix argument. We now describe the construction
of the estimator for partially observed systems (when r < d) developed in Dattner (2015). Let M and U denote the sets of
r-dimensional and (d−r)-dimensional vector functions on [0, T ] that correspond tom(·) = m(·, θ, ξ) and u∗(·) = u∗(·, θ, ξ),
the measured and unmeasured ‘true’ solutions of (1), respectively. We first construct an estimator m̂n(·) of m(·) using the
observations (2) and for a given u ∈ U , we define

x̂u(t) = (m̂n(t),u(t)), Ĝu(t) =

∫ t

0
g(̂xu(s))ds,

Âu =

∫ T

0
Ĝu(t)dt, B̂u =

∫ T

0
Ĝ⊤

u (t )̂Gu(t)dt.

(6)

Plugging x̂u(t) from (6) into (5), and minimizing with respect to (θ, ξ), the direct integral estimator is

ξ̂u =
(
T Id − ÂuB̂

−1
u Â⊤

u
)−1

∫ T

0

{
Id − ÂuB̂

−1
u Ĝ⊤

u (t)
}̂
xu(t)dt,

θ̂u = B̂−1
u

∫ T

0
Ĝ⊤

u (t){̂xu(t) − ξ̂u}dt.

(7)

The estimators of the parameter and initial value arewell-defined only if the inversematrices in (7) exist. For a subsetUn ⊂ U
let

ûn := argmin
u∈Un

Mn(u), (8)

where

Mn(u) =

∫ T

0
∥̂x u(t) − ξ̂u − Ĝu(t )̂θu∥

2dt. (9)

The estimators of initial value ξ and the parameter θ are

(̂θn, ξ̂n) := (̂θûn , ξ̂ûn ). (10)

The aim of this paper is to establish consistency of (̂θn, ξ̂n) given by (10) under suitable assumptions. In the case of fully
observed systems Dattner and Klaassen (2015) showed that if the estimator x̂n(·) = (m̂n(·), ûn(·)) of x(·) is consistent in
the supnorm then (̂θn, ξ̂n) are consistent estimators of (θ, ξ). However, in partially observed systems only m(·) is observed.
Therefore, based on the data we are only able to construct consistent estimator m̂n(·) of m(·). In the next section we show
that given an appropriate identifiability requirement, consistent m̂n(·) gives rise to consistent estimator ûn(·) ofu∗(·), defined
in (8).

2. Consistency of direct integral estimator

In this sectionwe prove consistency of ûn given in (8), which in turn, will imply consistency of (̂θn, ξ̂n). In order to achieve
parameters consistency, we first require a consistent estimator m̂n. One can take m̂n to be a local polynomial estimator as
in Dattner and Klaassen (2015).
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