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Objective: We introduce a new distance measure that is better suited than traditional methods at detect-
ing similarities in patient records by referring to a concept hierarchy.

Materials and methods: The new distance measure improves on distance measures for categorical values
by taking the path distance between concepts in a hierarchy into account. We evaluate and compare the
new measure on a data set of 836 patients.

Results: The new measure shows marked improvements over the standard measures, both qualitatively
and quantitatively. Using the new measure for clustering patient data reveals structure that is otherwise
not visible. Statistical comparisons of distances within patient groups with similar diagnoses shows that
the new measure is significantly better at detecting these similarities than the standard measures.
Conclusion: The new distance measure is an improvement over the current standard whenever a hierar-
chical arrangement of categorical values is available.
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1. Introduction

The ubiquitous availability of data processing systems has led to
an ever-increasing amount of data in healthcare environments
[1,2]. While some of this data is available only in unstructured for-
mats and thus difficult to process automatically—recent develop-
ments in image understanding [3] and natural language
processing [4] notwithstanding—several areas of biomedicine have
seen great strides towards standardized formats for data represen-
tation. Examples of such formats include DICOM for imaging data,
Gene Ontology for molecular biology terms, SNOMED CT for clini-
cal terminology, and ICD-10 for the classification of diseases.

While standardized data formats were mainly developed to
facilitate information exchange between computers, structured
data representation also provides benefits to the human under-
standing of data. These benefits may be minor—for example, pro-
viding descriptive summary statistics of the data—or major,
when visualizing complex gene activation pathways in cells. The
ability to graphically represent data may in fact be the biggest
advantage of structured data formats, because it allows the human
pattern recognition apparatus to derive meaning from the data
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[5,6]. In many instances, this requires a similarity measure to be
defined on the data, so that similarities in the original data space
can be mapped (in a meaningful manner) to a 2D representation
on screen.

One context in which similarity information can be obtained
from data is when the data concepts are arranged in a hierarchical
manner [7,8]. An example of such a concept hierarchy is the Inter-
national Classification of Diseases catalog ICD-10, maintained by
the World Health Organization [9]. It contains over 12,000 disease
classifications organized in three levels, with 22 level 1 elements.

Consider how a concept hierarchy can help to detect similarities
between two patients A and B. Patient A suffers from influenza due
to identified avian influenza virus (ICD-10 code J09.0) and a fracture
of fibula alone (ICD-10 code S82.4). Patient B suffers from pneumo-
nia (ICD-10 code ]J18.9) and a fracture of lateral malleolus (ICD-10
code S82.6). Regarding these diagnoses only as nominal (categori-
cal) values, patient A shows no similarity to patient B, because
their diseases and disease codes are all different. From a real-
world point of view, however, it is obvious that the diagnoses of
both patients are quite similar, because influenza is similar to
pneumonia, and a broken fibula is similar to a broken malleolus.
What is needed to accurately reflect this similarity is a distance
measure that takes into account the hierarchical structure of the
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concept hierarchy. Furthermore, this measure must also calculate
the distance between sets of concepts.

The work presented here is motivated by the problem of finding
and visualizing similarities in categorical clinical patient data,
where every patient is represented as a set of ICD-10 codes. Two
patients are considered as similar if they show similar or overlap-
ping sets of diagnoses. The main hypothesis is that patients with
similar diagnoses (meaning the same diagnoses on a high level of
the hierarchy) form clearer clusters when the hierarchical struc-
ture is incorporated into the distance measure than when it is not.

We will provide two ways to show that this hypothesis holds.
First, we provide a graphical representation of clusterings and
show that patients with similar diagnoses form clearly visible clus-
ters with the new hierarchical distance measure, while they do not
when the hierarchical structure is ignored. Second, we calculate
the inter-record distances of patients with similar diagnoses (same
diagnoses on ICD-10 level 2) and compare the results of the new
hierarchical distance measure with a standard distance measures.

The improved, more realistic distance calculation contributes to
a number of applications. The data which is presented in this paper
is taken from a clinical benchmarking program. The improved dis-
tance calculation allows a more accurate visualization of the
benchmarking data and subsequently more reliable and under-
standable benchmarks. Generally, distance-based data visualiza-
tion methods (e.g. dimensionality reduction or non-linear
mappings) are important tools for exploratory data analysis. A
more accurate distance measure leads to higher expressiveness
of the resulting data visualizations.

Moreover, the calculation of distance or similarity between two
data sets is at the core of any case-based reasoning approach [10],
with many applications in biomedicine - one example being deci-
sion support systems. Since such systems depend so heavily on
reasoning by similarity (using similar old cases to reason about
new ones), improvements in the assessment of case similarities
directly lead to improvements in the capabilities of such systems.

2. Related work

The notions of patient distance and patient similarity have been
widely investigated in the biomedical literature. In this work, we
focus on the notion of semantic similarity, where the semantics of
concepts are arranged in a hierarchical manner. Two problems
arise in this context: How to measure the distance between indi-
vidual concepts, and how to measure the distance between sets
of concepts.

2.1. Semantic similarity between concepts

One can distinguish two ways of using an ontology or taxonomy
to determine the semantic similarity between concepts: the edge-
based approach and the information content-based approach [11].
Our approach, however, deals only with hierarchical structure in
the data, and ignores frequency distributions in the data set.

The similarity, dissimilarity or distance between two concepts
in a hierarchy is calculated by considering the hierarchy tree as
an acyclic graph and applying graph distance measures to it.
Boutsinas and Papastergiou [12] present an algorithm that calcu-
lates the distance between two concepts in an hierarchy by the
hierarchy level of their nearest common ancestor node. The lower
the nearest common ancestor node is located in the tree (with the
tree root considered as the top), the more similar are the two con-
cepts. A similar approach can be observed in the work of Hammer
et al. [13], who extend the concept of a Self-Organizing Map (SOM)
[14]. Their generalized SOM treats any enumeration as a hierarchy;
flat lists are hierarchies with only one level.

Intuitively, the similarity of different concepts in an ontology is
measured by computing their edge distance within the ontology.
This means that the closer two concepts are in the ontology, the
more similar we consider them to be [15]:

sim(cy, ¢;) = minimum number of edges separating c¢; and c;,

where ¢; and c; are the node representation of the two concepts in
the ontology. Wu and Palmer [16] redefined the edge-based similar-
ity measure taking into account the depth of the nodes in the hier-
archical graph:

2N;
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where N; and N, are the number of nodes from c; and c;, respec-
tively, to c3, the least common superconcept (LCS) of ¢; and c»,
and N3 is the number of nodes on the path from c; to the root
node.

Li et al. [17] defined the similarity between two concepts as:

sim(cy, C3)
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1 otherwise.

sim(cy,c;) = {

where the parameters « and $ scale the contribution of the two val-
ues N; + N, and N3. On a benchmark data set, they obtained the
optimal parameters settings as oo = 0.2 and = 0.6.

The information content-based approach for computing the
semantic similarity between concepts was introduced by Resnik
[18]. It assumes that the frequency with which one term appears
with another within a given ontology represents the similarity of
the two terms. Resnik [ 19] showed that by associating probabilities
with concepts in the taxonomy, it is possible to capture the same
idea of edge-based similarity, but avoid the unreliability of uniform
edges.

Resnik [18] defines the similarity of two concepts as
sim(cy,c;) = max —log(p(cs)),

€3€S8(c1.62)
where S(cy, c2) is the sets of all superconcepts of ¢; and c,, and p(cs3)
is the relative frequency of concept cs.

Compared to the edge-counting method, the similarity measure
introduced by Resnik [19] is conceptually quite simple. However, it
is not sensitive to the problem of varying link distances. In addi-
tion, by combining an ontological structure with empirical proba-
bility estimates, it provides a way of adapting a static knowledge
structure to multiple contexts.

This similarity measure was further improved by Lin [20], when
he introduced the information-theoretic definition of similarity.
Based on this notion, he defined the semantic similarity in a taxon-
omy as

__ 2xlog(p(cs))
log(p(c1)) + log(p(ca))’

where c3 is the LCS of ¢; and c,. Here, one can notice the similarities
with the measure in Eq. (1).

sim(cq, C3)

2.2. Semantic similarity between sets of concepts

Defining a semantic similarity measure between sets of con-
cepts was the next step in computing semantic similarity mainly
for information retrieval purposes.

In Bouquet et al. [21], the ontological distance between sets of
concepts X and Y is computed by summing up the distances
between every pair (cq,c2), where ¢; € X and ¢, € Y. Haase et al.
[22] used the edge-based similarity measure between concepts
defined in Eq. (2) to introduce the similarity between sets of
concepts as
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