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a b s t r a c t

Time-of-flight cameras provide depth information, which is complementary to the photometric appear-
ance of the scene in ordinary images. It is desirable to merge the depth and colour information, in order to
obtain a coherent scene representation. However, the individual cameras will have different viewpoints,
resolutions and fields of view, which means that they must be mutually calibrated. This paper presents a
geometric framework for the resulting multi-view and multi-modal calibration problem. It is shown that
three-dimensional projective transformations can be used to align depth and parallax-based representa-
tions of the scene, with or without Euclidean reconstruction. A new evaluation procedure is also devel-
oped; this allows the reprojection error to be decomposed into calibration and sensor-dependent
components. The complete approach is demonstrated on a network of three time-of-flight and six colour
cameras. The applications of such a system, to a range of automatic scene-interpretation problems, are
discussed.

� 2014 Elsevier Inc. All rights reserved.

1. Introduction

The segmentation of multi-view video data, with respect to
physically distinct objects of interest, is an essential task in auto-
matic scene-interpretation. Visual segmentation can be based on
colour, texture, parallax and motion information (e.g. [1,2]). The
task remains very difficult, however, owing to the combined effects
of non-rigid surfaces, variable lighting, and occlusion. It has
become clear that depth cameras can make an important contribu-
tion to scene understanding, by enabling direct depth segmentation,
based on the measured scene-structure (see CVIU special issue [3]).
This approach is also highly effective for dynamic tasks, such as
body tracking and action recognition [4]. Furthermore, if depth
and colour information can be merged into a single representation,
then a complete 3D representation is possible, in principle. This is
clearly desirable, because colour and texture data are essential to
many other aspects of scene-understanding, such as identification
and tracking [5].

There are two major obstacles to the construction of a complete
scene representation, from a multi-modal camera network. Firstly,
typical depth sensors are unable to capture RGB data [6]. This
means that the depth and colour cameras will have different view-
points, and so the raw data are inconsistent. Secondly, typical TOF
and RGB cameras have limited fields of view, and so the depth

and colour data are incomplete. This paper addresses both of these
problems, by showing how to estimate the geometric relationships
in a multi-view, multi-modal camera network. This task will be
called cross-calibration.

In order to constrain the problem, two practical constraints are
imposed from the outset. Firstly, the system will be based on time-
of-flight (TOF) cameras, in conjunction with ordinary RGB cameras.
The TOF cameras are compact, can be properly synchronized, and
are industrially specified, e.g., [6]. Secondly, a modular network of
TOF + RGB units is required. This is so that individual units can
be added or removed, in order to optimize the scene-coverage.

1.1. Overview

Time-of-flight cameras can, in principle, be geometrically cali-
brated by standard methods [7]. This means that each pixel records
an estimate of the scene-distance (range) along the corresponding
ray. The 3D structure of a scene can also be reconstructed from
two or more ordinary images, via the parallax (e.g. binocular dispar-
ity) between corresponding image points. There are many advanta-
ges to be gained by combining the range and parallax data. Most
obviously, each point in a parallax-based reconstruction can be
mapped back into the original images, from which colour and
texture can be obtained. Parallax-based reconstructions are,
however, difficult to obtain, owing to the difficulty of putting the
image points into correspondence. Indeed, it may be impossible to
find any correspondences in untextured regions. Furthermore, if a
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Euclidean reconstruction is required, then the cameras must be cal-
ibrated. The accuracy of the resulting reconstruction will also tend
to decrease with the distance of the scene from the cameras [8].

The range data, on the other hand, are often corrupted by noise
and surface-scattering. The spatial resolution of current TOF sen-
sors is relatively low, the depth-range is limited, and the lumi-
nance signal may be unusable for rendering and for classical
image processing. It should also be recalled that TOF cameras, of
the type used here, cannot be used in outdoor lighting conditions.
These considerations lead to the idea of a mixed colour and time-
of-flight system, as described in [9]. Such a system could, in prin-
ciple, be used to make high-resolution Euclidean reconstructions,
including photometric information [10,11].

In order to make full use of a mixed range/parallax system, it is
necessary to find the exact geometric relationship between the dif-
ferent devices. In particular, the reprojection of the TOF data, into
the colour images, must be obtained. This paper is concerned with
the estimation of these geometric relationships. Specifically, the
aim is to align the range and parallax reconstructions, by a suitable
3D transformation.

1.2. Previous work

Multi-view depth and colour camera-networks, of the kind used
here, produce data-streams that are subject to a variety of geomet-
ric relationships [12]. These relationships depend on the calibra-
tion state, relative orientation, and fields of view of the different
cameras. It follows that a variety of calibration strategies can be
adopted. These are discussed below, with reference to the litera-
ture, and contrasted with the approach presented here.

Perhaps the simplest way to combine RGB and TOF data is to
perform an essentially 2D registration between the images and
depth maps, as reviewed in [13]; see also [14–16]. This 2D
approach, however, can only provide an instantaneous solution,
because changes in the scene-structure produce corresponding
changes in the image-to-image mapping. Moreover, owing to the
different viewpoints, a complete registration will usually be
impossible. If the depth camera also produces a reliable intensity
image, then photo-consistency can be used as a 3D calibration cri-
terion. For example, Beder et al. [17] (see also [18,19]) reproject the
intensities of the depth data into the colour images, and optimize
the camera parameters with respect to the photo-consistency.

Zhu et al. [20] (see also [21]) present a sensor-fusion framework
for the integration of TOF depth and binocular disparity informa-
tion. This method assumes that a dense disparity map is being
computed on-line, which is not required by the method presented
in this paper. Furthermore, the geometric calibration method [20]
requires manual identification of corresponding points, and is
based on a weak perspective camera model. In contrast, our
method is automatic, and is based on the more appropriate per-
spective camera model. However, [20] is complementary to our
method, in the sense that their sensor-fusion framework (along
with a dense stereo-matcher) could be combined with the projec-
tive calibration method described below. Wang and Jia [22]
describe a related sensor-fusion framework for Kinect (rather than
TOF) depth data and colour images.

Another approach to the multi-modal calibration problem is to
apply standard methods, as far as possible, to the depth cameras.
Wu et al. [23] describe an example of this approach. Lindner
et al. [9] analyze the applicability of standard methods to TOF cam-
eras, as well as characterizing the accuracy of the depth data.
Mure-Dubois and Hügli [24] describe the Euclidean alignment of
multiple TOF point clouds, having calibrated the cameras by stan-
dard methods.

Silva et al. [25] describe a cross-calibration methodology that is
based on the identification of 3D lines in the TOF data, which are

then projected to corresponding 2D lines in the RGB images. This
method does not require a chequerboard or other calibration pat-
tern; it does, however, require the existence and detection of
straight depth-edges throughout the scene. The approach of Silva
et al. also involves a non-trivial correspondence problem, which
in turn influences the calibration accuracy. Our method uses a stan-
dard chequerboard pattern, with a known number of vertices, for
which the correspondence problem is relatively straightforward.

Zhang and Zhang [26] present cross-calibration methodology
that is based on plane constraints, as given in [27]. This has the
advantage of not requiring 2D features to be detected in the (low
resolution) TOF images. However, this method cannot address
the crucial issue of lens distortion, which is considerable in typical
TOF cameras [28]. A related Kinect-based calibration system is
described by Herrera et al. [29], again using the plane-based
method of [27]. Herrera et al. give a careful analysis of the Kinect
intrinsic parameters, including lens and depth distortion. The latter
is analyzed in more detail by Teichman et al. [30]. Our method does
require features to be detected in the TOF images, but this also
makes it straightforward to estimate the lens parameters, using
standard techniques.

Mikhelson et al. [31] describe an automatic method for register-
ing a Euclidean point-cloud (obtained from a Kinect device) to its
2D image-projections. This method, like ours, is based on a
chequerboard target. However, Mikhelson et al. perform Euclidean
2D/3D registration, in contrast to the more general projective 3D/
3D registration that is described below. Finally, there are methods
that perform 3D/3D registration of dense data, subject to point-
wise adjustments [32]. This strategy can achieve very close regis-
trations, but introduces a more complex optimization problem,
which is not fully compatible with the standard calibration
pipeline.

1.3. Paper organization and contributions

This paper is organized as follows. Section 2.1 briefly reviews
some standard material on projective reconstruction, while Sec-
tion 2.2 describes the representation of range data in the present
work. The chief contributions of the subsequent sections are as fol-
lows: Section 2.3 describes a point-based method that maps a clas-
sical multi-view reconstruction (projective or Euclidean) of the
scene onto the corresponding TOF representation. The data are
obtained from a TOF + RGB system, as shown in Fig. 1. This does
not require the colour cameras to be calibrated (although it is nec-
essary to correct for lens distortion). It is established that this
model includes a projective-linear approximation of the systematic
TOF depth-error.

Section 3 addresses the problem of multi-system alignment,
which is necessary for complete scene-coverage. It is shown that
this can be achieved in a way that is compatible with the individual
TOF + 2RGB calibrations. The complete cross-calibration pipeline,
given a collection of chequerboard images, is fully automatic.

Section 4 contains a detailed evaluation of these methods, using
several large data-sets, captured by three TOF + 2RGB systems (i.e.
a nine-camera network). In particular, Section 4.1 extends the
usual concepts of reprojection error [12] to the multi-modal case.
Section 4.2 then introduces a new metric for mixed TOF/RGB
systems, which measures instantaneous sensor noise, as well as
calibration error. The appropriateness of the 3D homography
transformation, as opposed to a similarity transformation, is tested
in Section 4.3. Section 4.4 discusses possible applications of these
systems, including some real 3D reconstruction examples. Conclu-
sions and future directions are discussed in Section 5.

The system presented here is based on the approach introduced
by Hansard et al. [33,34]. The earlier work has been improved, and
extended to the case of multiple TOF and colour cameras. In
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