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a b s t r a c t

Saliency1 based coding proposed recently have been proven to perform well in both performance and ef-

ficiency for image classification. However, we find that they are sensitive to unusual features, e.g., noisy

features, which we call poor robustness. To address this problem, we propose a novel coding scheme by

combining global saliency and local difference together, which are applied for improving stability or robust-

ness and exploring the latent structure information of the codebook respectively. Thorough experiments on

various datasets show that our coding consistently performs better than local saliency based coding, in terms

of both accuracy and computation cost. Furthermore, it is more robust to unusual features than localized

soft-assignment coding. In addition, a combination of our global saliency with local saliency based coding can

usually improve both.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

As an important and challenging problem in computer vision,

image classification has gained more and more attention in recent

years. Many good approaches for image classification have been pro-

posed in the literatures. Among them, the bag-of-words (BOW) [1]

model and its extensions (such as spatial pyramid matching [2])

achieve the state-of-the-art performance and have been widely used

in many applications. They commonly consist of the following five

steps: feature extraction, codebook generation, feature coding and

pooling, classification. Feature coding means how to express each de-

scriptor by a codebook to obtain an image-level representation, and

has significant influence on classification performance.

We group the existing coding approaches into four categories ac-

cording to their motivations, as shown in Fig. 1. Voting-based meth-

ods are the simplest coding in the literature. Hard-assignment [1]

represents a local descriptor to the closest codeword and gives one

nonzero coefficient. Without considering codeword ambiguity [3],

it always introduces large quantization error. To improve it, soft-

assignment [4] is proposed by assigning a local descriptor to all the

codewords. Reconstruction-based methods choose a group of code-
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words to reconstruct descriptors via resolving a least square opti-

mization problem with sparse or locality constraints, e.g., sparse cod-

ing [5], local coordinate coding [6], locality-constrained linear cod-

ing [7]. Compared with voting-based methods, they always achieve

better performance. To reduce reconstruction error, Ren et al. [8]

proposed local hypersphere coding, which made reconstruction on a

local smooth hypersphere and obtained more distinctive represen-

tation. High dimensional methods, proposed for large-scale image

classification, such as Fisher kernel coding [9], improved Fisher ker-

nel [10], super vector coding [11], achieve impressive performance

[12]. However, they require a large quantity of memory [13]. More

recently, saliency based methods are developed, whose core idea is

that saliency is a fundamental characteristic of feature coding in the

framework with max-pooling [5]. They make a good compromise on

efficiency and classification performance. The original salient coding

(SaC) [14] encodes each descriptor using the closest codeword by the

saliency degree. However, this hard assignment strategy is coarse for

feature description [15]. Then, group saliency coding (GSC) [13] is

proposed to improve it, whose main idea is calculating the saliency

response in a group of codewords. It explores more latent structure

information, thus, it performs well.

As mentioned in [15], there are four characteristics we should con-

sider in designing coding method: robustness, adaptiveness, accuracy

and independency. Among them, robustness plays the most impor-

tant role. However, saliency based coding are sensitive to unusual

features, e.g., noisy features, in other words, they have poor robust-

ness. In this paper, we propose a novel coding method with good
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Fig. 1. A taxonomy of coding methods in image classification. Several representatives

are listed for each type of coding schemes.

robustness, adaptiveness and independency. Specially, it is achieved

by combing global saliency and local difference together, thus, we call

it global and local saliency based coding (GLSC). It is noted that they

are applied for improving stability or robustness and exploring the la-

tent structure information of the codebook respectively. In addition,

our global saliency is complementary to the previous local saliency

based coding, thus, a combination can usually improve both.

The remainder of the paper is organized as follows. In Section 2,

we briefly review saliency based coding schemes in BOW model. The

proposed coding method is presented in Section 3. Section 4 provides

experimental results on three datasets: Caltech-101, Scene-15 and

UIUC-Sport. Finally, conclusions are drawn in Section 5.

2. Related work

In this section, we mainly concentrate on saliency based coding

strategies, introduce their motivations and analyze their limitations.

Let xi (xi ∈ R
d) be a d dimensional descriptor, such as scale-invariant

feature transform (SIFT) descriptor [16], Bd×M = (b1, b2, . . . , bM) be

a codebook with M cluster centers, and ui (ui ∈ R
d) be the coding

coefficient vector of xi, e.g., uij be the response of xi on codeword bj.

Currently, the framework of using a sparse or local coding scheme

combining with max-pooling is regarded as the state-of-the-art. Pool-

ing operation is used to obtain an image-level representation. In the

max-pooling, only the strongest response will be preserved. Let pj be

the ith component of image representation p, then max-pooling can

be defined as:

pj = max
i

uij (1)

where i = 1, 2, . . . , l, and l is the total number of local features in an

image. A detailed analysis of feature pooling was conducted in [22],

including average [1], sum [2], max pooling, we only concentrate on

max-pooling in this paper.

In saliency based coding, a strong response on a codeword means

that this codeword is much closer to a descriptor belonging to it

comparing with the other codewords [15]. It indicates the codeword

can represent this descriptor independently, which is measured by

saliency degree in saliency based coding. In the original salient coding,

it is defined by measuring the difference between the closest code and

other K-1 codes. In detail, a descriptor is represented as:

uij =
⎧⎨
⎩

�(x, bj), if j = arg min
j

(‖x − bj‖2)
0, otherwise

�(xi, b̃j) = 1 − ‖xi − b̃j‖2

[1/(K − 1)]
K∑

k �=j

‖xi − b̃k‖2

(2)

Fig. 2. Illustration of saliency based coding. The blue balls are local descriptors and the

green rectangles are codewords. The red lines denote the Euclidean distance between

them in descriptor space. (For interpretation of the references to color in this figure

legend, the reader is referred to the web version of this article.)

where � denotes the saliency degree, and is the set of K closest code-

words to descriptor x.

Although performs well in both effectiveness and efficiency, there

still exists a limitation caused by the coarse hard assignment strategy.

Only considering the closest codeword, the representations of some

descriptors may be suppressed in the subsequent max-pooling. Take

Fig. 2 for example, wherein x1, x2, x3 and b1, b2, b3 denote local de-

scriptors and codewords respectively, Sij and Gij denote the response

of xi to bj in SaC and GSC respectively. As described in Fig. 2, S22 is sup-

pressed by S12 (since S22 < S12), thus, it will lose the representation

of descriptor x2.

To improve it, Wu et al. [13] proposed GSC method by introducing

group coding. Its main idea is to compute the saliency response in a

group of codewords with different group code sizes, and the maxi-

mum of all responses is preserved in the final coding result. Let vg

denote the coding response with group code size g, then the GSC

representation can be described as:

uij = max {v
g
ij}, g = 1, . . . , G

v
g
i,j

=
{
�g(xi), if bj ∈ g (xi, g)

0, otherwise

�g(xi) =
G+1−g∑

t=1

(‖xi − b̃g+t‖2 − ‖xi − b̃g‖2)

(3)

where in �g denotes group saliency degree, g(xi, g) denotes the set of

the g closest codewords of descriptor xi, and G is the maximum group

code size.

GSC not only preserves the good properties of effectiveness and

efficiency in SaC with the help of group coding, but also performs

more stably and robustly than SaC. Consider the example in Fig. 2

(G = 2), although the response G22 is also suppressed by G12 (since

G22 < G12), we can still find the representation of descriptor x2 on
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