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a b s t r a c t

Deriving an effective image representation is a critical step for a successful automatic image recognition

application. In this paper, we propose a new feature descriptor named Local Directional Texture Pattern

(LDTP) that is versatile, as it allows us to distinguish person’s expressions, and different landscapes scenes.

In detail, we compute the LDTP feature, at each pixel, by extracting the principal directions of the local

neighborhood, and coding the intensity differences on these directions. Consequently, we represent each

image as a distribution of LDTP codes. The mixture of structural and contrast information makes our descriptor

robust against illumination changes and noise. We also use Principal Component Analysis to reduce the

dimension of the multilevel feature set, and test the results on this new descriptor as well.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Nowadays several applications need to recognize something

through visual cues, such as faces, expressions, objects, or scenes.

These applications need robust descriptors that discriminate between

classes, but that are general enough to incorporate variations within

the same class. However, most of the existing algorithms have a nar-

row application spectrum, i.e., they focus on some specific task. For

example, previous methods [1,2] designed for face analysis, cannot be

used to recognize scenes, as these methods have been tuned for fine

texture representation. Similarly, descriptors [3,4] tuned for scene

recognition under-perform on other tasks. Thereby, in this paper, we

design and test a robust descriptor capable of modeling fine textures

as well as coarse ones.

A wide range of algorithms have been proposed to describe

micro-patterns. The most common ones are the appearance-based

methods [5] that use image filters, either on the whole-image, to cre-

ate holistic features, or some specific region, to create local features,

to extract the appearance change in the image. The performance of

the appearance-based methods is excellent in constrained environ-

ment but their performance degrade in environmental variation [6].

In the literature, there are many methods for the holistic class, such

as Eigenfaces and Fisherfaces. Although these methods have been

studied widely, local descriptors have gained attention because of

their robustness to illumination and pose variations. The Local Binary
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Pattern (LBP) [1] is by far the most popular one, and has been suc-

cessfully applied to several problem domains [5,7,8]. Despite LBP’s ro-

bustness to monotonic illumination, it is sensitive to non-monotonic

illumination variation, and shows poor performance in presence of

random noise [7]. Tan and Triggs [9] proposed an improvement of

LBP by introducing a ternary pattern (LTP) which uses a threshold to

stabilize the micro-patterns. A directional pattern (LDP) [2] has been

proposed to overcome the limitations of LBP. However, it suffers in

noisy conditions, is sensitive to rotations, and cannot detect different

transitions in the intensity regions. Similarly, many other methods

appeared that extract information and encoded it in a similar way

like LBP, such as infrared [10], near infrared [11], and phase informa-

tion [12,13]. Nevertheless, all these methods inherit the sensitivity

problem, i.e., the feature being coded into the bit-string is prone to

change due to noise or other variations. Thereby, the directional-

number-based methods [14–17] appeared as a solution to the com-

mon bit-string representation, as these methods use an explicit cod-

ing scheme in which the prominent directions are embedded into

the code. However, all these methods still encode only one type of

information, e.g., intensity or direction, which limits their description

capabilities.

Therefore, in this paper, we propose a novel feature descriptor

named Local Directional Texture Pattern (LDTP) which exploits the

advantages of both directional and intensity information in the image.

The combination of both features outperforms the singled-feature

counterparts, e.g., LBP, LTP, LDP, among others. The proposed method

identifies the principal directions from the local neighborhood, and

then extracts the prominent relative intensity information. Following,

LDTP characterizes the neighborhood by mixing these two features

in a single code. On the contrary, previous methods rely on one type
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of information and use a sensitive coding strategy. In detail, LDTP en-

codes the structural information in a local neighborhood by analyzing

its directional information and the difference between intensity val-

ues of the first and second maximum edge’s responses. This mecha-

nism is consistent against noise, since the edge response is more sta-

ble than intensity, and the use of relative intensity values makes our

method more robust against illumination changes and other similar

conditions. Moreover, given that we encode only the prominent infor-

mation of the neighborhood, our method is more robust to changes in

comparison to other methods, as we dispose insignificant details that

may vary between instances of the image. Consequently, we convey

more reliable information of the local texture, rather than coding all

the information that may be misleading, not important, or affected

by noise. Furthermore, we evaluate the performance of the proposed

LDTP feature with a machine learning method, Support Vector Ma-

chine, on five different databases for expression recognition and three

different databases for scene recognition to demonstrate its robust-

ness and versatility.

2. Local Directional Texture Pattern

LBP feature labels each pixel by thresholding a set of sparse points

of its circular neighborhood, and encodes that information in a string

of bits. Similarly, LDP encodes the principal directions of each pixel’s

neighborhood into an eight bit string. However, these methods only

mark which neighbor has the analyzed characteristic on or off. Fur-

thermore, this ad hoc construction overlooks the prominent informa-

tion in the neighborhood, as all the information in the neighborhood

(regardless of its usefulness) is poured into the code. In contrast, we

create a code from the principal directions of the local neighborhood,

similar to the directional numbers [14–17]. However, the later has the

problem of using only the structural information of the neighborhood.

Therefore, we propose to extract the contrast information from the

principal directions to enhance the description of our code. In other

words, we code the principal direction and the intensity difference of

the two principal directions into one number. This approach allows

us to encode the prominent texture information of the neighborhood

that is revealed by its principal directions.

To compute LDTP, we calculate the principal directional numbers

of the neighborhood using the Kirsch compass masks [18]—in eight

different directions. We define our directional number as

P1
dir = arg max

i
{Ii | 0 ≤ i ≤ 7}, (1)

where P1
dir

is the principal directional number, Ii is the absolute

response of the convolution of the image, I, with the ith Kirsch com-

pass mask, Mi, defined by

Ii = |I ∗ Mi|. (2)

Thus, we compute the absolute value of the eight Kirsch mask’s re-

sponses, {M0, . . . , M7}, applied to a particular pixel. More precisely,

we take the two greatest responses, P1
dir

and P2
dir

. Therefore, the second

directional number, P2
dir

, is computed in the same way, with the dif-

ference that we take the second maximum response in Eq. (1) instead.

These directions signal the principal axis of the local texture.

In each of the two principal directions, we compute the intensity

difference of the opposed pixels in the neighborhood. That is

d
(x,y)
n = I

(
xPn

dir
+, yPn

dir
+
) − I

(
xPn

dir
−, yPn

dir
−
)
, (3)

where dn is the nth difference for the pixel (x, y) in the nth principal

direction, I(xPn
dir

+, yPn
dir

+) corresponds to the intensity value of the

pixel (xPn
dir

+, yPn
dir

+), which is the next pixel in the given princi-

pal direction, and I(xPn
dir

−, yPn
dir

−) is the intensity value of the pixel

(xPn
dir

−, yPn
dir

−), which is the previous pixel in the given principal di-

rection. In other words, the next and previous pixel positions defined

by each direction are

xPn
dir

± =

⎧⎪⎨
⎪⎩

x ± 1 if Pn
dir

∈ {0, 1, 7},
x if Pn

dir
∈ {2, 6},

x ∓ 1 if Pn
dir

∈ {3, 4, 5},
(4)

yPn
dir

± =

⎧⎪⎨
⎪⎩

y ± 1 if Pn
dir

∈ {1, 2, 3},
y if Pn

dir
∈ {0, 4},

y ∓ 1 if Pn
dir

∈ {5, 6, 7}.
(5)

This local difference, is equivalent to the local threshold that LBP does.

Unlike the LBP binary encoding, we encode the difference using three

levels (negative, equal, and positive), which creates a more distinctive

code for the neighborhood. Then each difference is encoded as

Df (d) =

⎧⎪⎨
⎪⎩

0, if − ε ≤ d ≤ ε

1, if d < −ε

2, if d > ε,

(6)

where Df is the encoded intensity difference, d is the actual intensity

difference, ε is a threshold value (in our experiments we use ε = 15).

Consequently, the code is created by concatenating the binary

form of the principal direction, and the two differences. This concate-

nation can be represented by the following operation

LDTP(x, y) = 16P
1(x,y)
dir

+ 4Df

(
d
(x,y)
1

) + Df

(
d
(x,y)
2

)
, (7)

where LDTP(x, y) is the code for the pixel (x, y), P
1(x,y)
dir

is the princi-

pal directional number (from 0 to 7) of the neighborhood of the pixel

(x, y), and Df (d
(x,y)
1 )and Df (d

(x,y)
2 )are the first and second coded differ-

ences of the neighborhood of the pixel (x, y), respectively. The length

of the code is 72 = 8 × 3 × 3, as the possible values for the directional

number is 8, and 3 for each difference.

For example, consider the neighborhood shown in Fig. 1(d), first

we compute the Kirsch mask responses in the neighborhood—we

show them in their respective orientation in Fig. 1(e). The principal,

M1, and the secondary, M6, directions are shown in red and blue,

respectively. Then, we compute the intensity difference of the corre-

sponding pixel intensities in these directions [as shown by the colored

pairs in Fig. 1(d)]. In this case, the differences are: d1 = 143 − 133 =
10, and d2 = 137 − 141 = −4, which are transformed with Eq. (6) into

Df (d1) = 0, and Df (d2) = 0, assuming a threshold ε = 15. Finally, we

create the LDTP code by concatenating the binary form of the principal

direction index, and the two differences as shown in Fig. 1(f).

Fig. 1. Example of the LDTP code computation (details are in the text). (a) Original

image. (b) Edge responses after applying Kirsch masks. (c) Coded image. (d) Sample

neighborhood (intensity values). (e) Edge responses of the sample neighborhood shown

in (d). (f) Code of the neighborhood shown in (d). (For interpretation of the references

to color in this figure legend, the reader is referred to the web version of this article.)
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