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quantum optimal control simulations using a two-stage process starting with simple time-independent
kinematic controls, which act as stand-ins for the traditional dynamic controls. The objective is a state-to-
state transition probability, and constraints are introduced by restricting the kinematic control variables
during optimization. As a second stage, the means to map from kinematic to dynamic controls is pre-
sented, thus enabling a simplified overall procedure for exploring how limited resources affect the ability
to optimize the objective. A demonstration of the impact of imposing several types of kinematic con-
straints is investigated, thereby offering insight into constrained quantum controls.
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1. Introduction with the formal solution

t
The control of quantum dynamics phenomena is an active area U(t,0) = T exp (_% / H(t’)dt'), 3)
of theoretical and experimental research. Advances in femtosecond 0

laser pulse-shaping, computer learning algorithms, and detection where 7 is the time-ordering operator.

techniques have permitted increasing numbers of successful con- The search for an optimal control can be viewed as occurring
trol experiments (for a review, see [1]). The experiments often seek over a quantum control landscape [2], which is defined as the
to find an optimally shaped laser pulse that yields a high fidelity ~ obhjective as a function of the control variables. With dynamic con-

value for an objective. This paper concerns simulations that distin- trol variables, each point on the landscape corresponds to a partic-
guish between quantum control in the traditional dynamical set-  ylar control field g(t), 0 < t < T. Maximizing an observable entails
ting and a simplified analogous kinematic formulation described climbing the landscape to its highest value by optimizing the con-
later. In a dynamic framework, the control field &(¢), 0 <t <T,is  trols. Here we consider the observable as the state-to-state transi-
generally characterized by a large number of variables such as tion probability at time T

amplitudes and phases. In this paper a quantum system of N states

is dynamically described by a diagonal field-free Hamiltonian Hy  Pi_s[6(t)] =| (f | U(T,0) | i)]*. (4)

and a field coupling transition dipole 4 such that A critical point (i.e., an extremum) of the Pi_[¢(t)] landscape corre-

H(t) = Ho — pe(t). (1) sponds to
The dynamics are governed by the time-dependent Schrédinger oPiy 0. VO<t<T (5)
equation se(t) D

0 Evidence from carefully performed simulations shows that local
th—U(t,0) = H(t)U(t,0), U(0,0)=1 2

ot (£,0) (U0, U0,0)=1, @) (i.e., gradient-based) searches generally do not become stuck at

suboptimal traps while climbing the P;_; landscape [3]. This attrac-

tive behavior can be explained by the landscape being devoid of

suboptimal critical points upon satisfaction of certain Assumptions

[2]. Assumption (i) is that the quantum system is controllable [4,5],

and (ii) is that 6U(T,0)/d¢(t) is full rank, where (ii) implies that a
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they appear to be easily satisfied for many quantum systems [3].
Importantly, Assumption (iii) is that the control field resources
are unconstrained, which is of prime importance. In practice, for
example, laser pulses are always constrained over a limited band-
width around some operational frequency [6], although techniques
to shift the frequency and extend the bandwidth as needed are
becoming more prevalent [7-9]. Notwithstanding that in some
cases readily accessible control laser resources may be fully ade-
quate for obtaining an acceptably high quality yield, a major chal-
lenge is to reveal the impact of constraints on the erstwhile very
attractive landscape behavior. Some works have addressed the
use of constrained control resources through the inclusion of field
fluence and/or spectral component restrictions [10-12]. The control
time interval is also a resource, and recent work considered restrict-
ing T as a means to reduce the effects of decoherence caused by sys-
tem-environment coupling [13-16]; however, there is a lower limit
for T below which high objective fidelity can no longer be attained.
Another study [17] used constrained numbers of pulse phases as
control variables to examine the impact on state-to-state popula-
tion transfer reflected in the altered landscape structure. In partic-
ular, when an inadequate number of phase parameters were used
as the control variables, suboptimal traps and saddle regions ap-
peared, which are absent from unconstrained state-to-state transi-
tion probability landscapes [18].

A general understanding of the impact of constraining the dy-
namic control variables upon the observable yield is extremely dif-
ficult to obtain due to the complex dependence of U(T,0) in Eq. (3)
on the controls. As a means to simplify the analysis of control land-
scapes and their critical point character, a kinematic formulation
may be employed based on the identity

U = exp(1A), (6)

where A is an N x N Hermitian matrix such that

PiglAl = (f1U|DP (7)
=| (f | exp(iA) | i)|*. (8)

The time-independent matrix A effectively subsumes the time-
dependent Hamiltonian through an imposed equality of Egs. (3)
and (6)

T
T exp (—% / H(t)dt> — exp(iA). 9)
0
Eq. (5) can be expressed in terms of the matrix elements of A as
OPi_s OPi_s OAj
. = =0. 10
oe(t) T O0Aj og(t) (10)

Upon satisfaction of the control landscape Assumptions, the set of
functions 6A;./d¢(t) should be linearly independent over 0 < t < T
[1,2]. In this case, a detailed analysis shows that Eq. (10) is satisfied
only when P;_; =0 and 1, which corresponds to null and perfect
control, respectively [2]. The kinematic perspective utilizing the
matrix A can be linked to the dynamic formulation through Eq.
(9), and in the weak coupling limit A may be identified directly as
the lowest-order term in the Magnus expansion [19]. In the kine-
matic formulation the time-independent elements of A act as the
‘control variables’. The initial studies of control landscapes [2]
exploited the ease of analysis using the kinematic perspective,
and here we will follow this route to enable assessing the impact
of control constraints.

The kinematic variables form a convenient set of stand-in con-
trols which may be beneficially utilized in numerical simulations
[20]. A transformation may then be made A — &(t) to identify a dy-
namic control consistent with the kinematic control A. Concomi-
tantly, the opposite transformation &(t) -~ A may be readily

performed. The dynamic formulation may also be generalized to
consider all components of the full Hamiltonian (i.e., Ho, g, and
&(t) in Eq. (1)) as controls. Treatment of Hy and p as part of the con-
trols naturally arises in varying the material or molecular character
of the system [21] as well as when considering an imposed dy-
namic symmetry that may restrict the system’s evolution [22].
Fig. 1 indicates the dual maps for transforming between dynamic
and kinematic controls, d < A.

There is considerable freedom and various means for perform-
ing the d — A transformations. An application-specific measure £
that depends on d or A needs to be deliberately chosen according
to the direction of the transformation. Natural choices for £ include
P;_s or the full matrix U. Such choices for £ specify what is pre-
served upon the transformation between kinematic and dynamic
variables. A transformation from A — d can be specified through

Ja-a = min|| Liin(A) = Lay(d)]*, (11)

where L,(A) is first obtained using a kinematic control A and
Lagyn(d) is dependent upon the chosen dynamic variables d. The min-
imization in Eq. (11) aims to find at least one set of dynamic con-
trols d consistent with the kinematic controls as reflected through
L. Similarly, execution of a d — A transformation can be done
through

Jaa = ]| Liin (A) — Layn(d)|. (12)

The transformations A — d and d — A may not be unique, depending
upon the nature of £ and especially the variables employed; further-
more, an A matrix with arbitrary integer multiples of 27t added to its
eigenvalues will produce the same matrix U. A particular example for
the transformation is specified by Ly, = U[A] and Lgy, = U[d], where
d = &(t); if Ho and u are properly defined, there will generally be an
infinite number of fields that can produce J, , = 0. The non-unique
nature of the kinematic — dynamic transformation implies that there
can be a family of physically consistent controls, including in the case
where kinematic constraints are imposed. It is important when trans-
forming from constrained kinematic controls to their dynamic coun-
terpart that no significant additional constraints be imposed on the
dynamic controls in order to properly reflect the kinematic con-
straints. In this fashion, a constrained kinematic control can be
mapped to the constrained dynamic controls. The present work is
motivated by the consideration that the impact of constraints in A
upon £ is far easier to explore than directly addressing constraints
in the vast space of dynamic control fields.

A main goal of this work is to present a systematic approach to
investigate the impact of constraints while attempting to achieve
the best possible control yield. As a first step, we will utilize kine-
matic controls with the knowledge that the results can be trans-
formed when desired to the traditional dynamic scenario. A full

d— A

~

dynamic kinematic

control d control A

A—d

Fig. 1. Schematic of the transformation between dynamic controls and kinematic
controls. The dynamic controls d may include an applied field and/or time-
independent elements of the Hamiltonian; kinematic controls are treated as
elements of a time-independent matrix A. The transformations are performed by
specifiying a measure £ that can be compared as a means to identify A or d as
appropriate (see Eq. (11) and (12) and the text for details). The present work
illustrates the mapping from kinematic to dynamic controls in Section 4 with the
choice £ = U.
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