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a b s t r a c t

This paper provides a prediction method of the generation-to-generation correlations as observed when
solving large scale eigenvalue problems such as full core nuclear reactor simulations. Knowing the cor-
relations enables correction of the variance underestimation that occurs when assuming that the active
generations are independent. The Monte Carlo power iteration is cast in the Multitype Branching Process
(MBP) framework by discretizing the neutron phase space which allows calculation of spatial and tem-
poral moments. These moments can then provide auto-correlation coefficients between the generations
of MBP and are shown to accurately predict the auto-correlation coefficients of the original Monte Carlo
simulation. This prediction capability was demonstrated on the full core 2D PWR BEAVRS benchmark and
compared successfully with variance estimates from independent simulations.

� 2017 Elsevier Ltd. All rights reserved.

1. Introduction

Monte Carlo methods are most often considered as a reference
for neutron transport simulations since very limited approxima-
tions are made about nuclear data and system geometry. Uncer-
tainty of any tallied quantity is commonly represented by taking
the sample variance over the active generations, which is based
on the assumption that the neutron generations are independent.
Correlation effects between neutrons in multiplying systems, par-
ticularly when performing power iteration to evaluate eigenvalues
have been observed and quantified in previous work (Brissenden
and Garlick, 1986; Dumonteil et al., 2014; Herman et al., 2014;
Miao et al., 2016). Neglecting this correlation effect results in an
underestimate of uncertainty reported by Monte Carlo calcula-
tions, the magnitude of which depends on the dominance ratio of
the problem and the size of the phase space being tallied (Ueki
et al., 2003). Many studies have quantified this underestimation
using post-processing techniques of the tallied quantities or by
de-correlating batches using many generations per batch, both of
which can become costly in either memory or runtime (Miao
et al., 2016; Wilson et al., 2012).

Previous work has also proposed methods to predict the
underestimation ratio between the correlated and uncorrelated

estimates. The actively investigated methods are classified into
two categories. The first performs data fitting on simulation out-
puts to capture the correlation. The second directly compute
covariance betwen the Monte Carlo generations based on corre-
sponding approximations of the Monte Carlo simulation (Ueki,
2010). Demaret et al. (1999) fitted AR (auto-regressive) and MA
(Moving Average) models to the results of Monte Carlo eigenvalue
calculations and used the AR and MA models to give variance esti-
mator of keff . Yamamoto et al. (2014) expanded the fission source
distribution with diffusion equation modes, performed numerical
simulation of the AR process of the expansion coefficients and used
the correlation of the AR process to predict the Monte Carlo eigen-
value simulation. Approximating the original neutron transport
problem with a diffusion problem lead to a non-negligible lost in
accuracy. Sutton (2015) applied the discretized phase space
(DPS) approach to predict the underestimation ratio but the
method cannot predict the ratio when one neutron generates off-
spring in different phase space regions or generates a random
number of offspring. Ueki et al. (2016) developed variance estima-
tor with orthonormally weighted standardized time series
(OWSTS). The estimator is based on the convergence of step-wise
interpolation of standardized tallies (SIST) to Brownian bridge. SIST
weighted by a trigonometric family of weighting functions gives a
new statistical estimator for the variance. Asymptotic behavior of
expectation of the new static leads to a variance estimator that is
not affected by the correlation effect thus converging at a 1/N rate.
Numerical results showed that the variance can be accurately

https://doi.org/10.1016/j.anucene.2017.10.014
0306-4549/� 2017 Elsevier Ltd. All rights reserved.

⇑ Corresponding author.
E-mail addresses: jlmiao@mit.edu (J. Miao), bforget@mit.edu (B. Forget),

kord@mit.edu (K. Smith).

Annals of Nuclear Energy 112 (2018) 307–321

Contents lists available at ScienceDirect

Annals of Nuclear Energy

journal homepage: www.elsevier .com/locate /anucene

http://crossmark.crossref.org/dialog/?doi=10.1016/j.anucene.2017.10.014&domain=pdf
https://doi.org/10.1016/j.anucene.2017.10.014
mailto:jlmiao@mit.edu
mailto:bforget@mit.edu
mailto:kord@mit.edu
https://doi.org/10.1016/j.anucene.2017.10.014
http://www.sciencedirect.com/science/journal/03064549
http://www.elsevier.com/locate/anucene


estimated after approximately 5000 � 10000 active generations
for problems
with non-negligible autocorrelation up to 100 generation lags. A
convergence diagnosis is also necessary to determine when the
asymptotic behavior is reached. However, the convergence diagno-
sis cannot be implemented on-the-fly.

This paper presents a method to predict the correlation effect
based on the model of multitype branching processes (MBP)
(Mode, 1971).

This method uses tallies from Monte Carlo simulation to
construct a Multitype Branching Processes model, evaluates the
correlation effect of the MBP model analytically and can then pre-
dict the underestimation ratio for the original Monte Carlo simula-
tion. The kernel to construct the MBP model is the transfer
probabilities between the multi-types, which are the discretized
phase space regions of the original problem. If phase space regions
are discretized so fine that every region can be viewed as a flat
source region, the transfer probabilities can be tallied from a fixed
source calculation of uniformly sampled neutron sources. More
practically, phase space regions need to be slightly finer than the
tally regions but not as fine as when a flat source approximation
would yield a satisfactory spatial convergence of the flux. Under
this circumstance, transfer probabilities can be tallied from a few
active generations right after the source becomes stationary.

Section 2 will present the theoretical derivation of auto-
correlation of active generation tallies from multitype branching
processes. In Section 2.1, a resursive relation betweenmoment gen-
erating functions of neutron sources will be derived and used to
derive various moments of neutron sources. Section 2.2 approxi-
mates the Monte Carlo power iteration by the multitype branching
process and uses covariance expansion to relate the derived
moments of the multitype branching process to the auto-
correlation of the power iteration. Section 3 discusses how to con-
struct the multitype branching process from unconverged tallies.
Numerical results on applying the methods developed in this paper
to the BEAVRS benchmark will be found in Section 4. This section
will show that auto-correlation and thus variance can be accurately
predicted from the constructedmultitype branching processmodel.

2. Theory

Suppose generation n yields tally XlðnÞ for tally region l, the sim-

ulation typically reports the average �XlðNÞ ¼
PN

n¼1XlðNÞ=N and
r2

Xl
=N as an approximation of r2

�XlðNÞ. Due to the correlation between

generations in the power iteration process, rXl
=
ffiffiffiffi
N

p
underestimates

r �XlðNÞ. The Cov½XlðiÞ;XlðjÞ�, where i; j are the active generation
indexes, is required to correctly evaluate the uncertainty.

These correlations across generations result from the fission site
update process where the source of generation nþ 1 come from
the fission sites created during generation n. The correlation of
any tallied quantity can be calculated from the correlation of the
fission source distribution Shim, 2015. The auto-correlation coeffi-
cient of Xl between generation n and nþ k is defined as

qn;k ¼
Cov½XlðnÞ;Xlðnþ kÞ�ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var½XlðnÞ�Var½Xlðnþ kÞ�

p ð2:1Þ

The theory of MBP model is developed to predict the auto-
correlation coefficients (ACC) of the fission source distribution.

2.1. Theory of multitype branching processes

A branching process describes a population of individuals
where each individual produces offsprings independently with

identical distributions. Multitype branching process extends the
model to a population of finite types of individuals, such as spatial
position, energy, angle. An MBP model can approximate the Monte
Carlo power iteration if the neutron phase space is discretized
where each cell is treated as a unique type.

This subsection first defines the moment generating function
(MGF) related to the MBP model. Then the MGF is used to extract
the serial-spatial moments which can then be related to the ACCs.

2.1.1. Moment generating functions
The model of multitype branching process discretizes the neu-

tron phase space over all independent variables into m discrete
regions and denotes the system state at generation n with a vector
~ZðnÞ (Eq. (2.2)). The lth component of the vector corresponds to the
number of neutrons belonging to the discrete phase space l at gen-
eration n. A neutron in region l is defined to be of type l.

~ZðnÞ ¼ ðZ1ðnÞ; . . . ; ZlðnÞ; . . . ; ZmðnÞÞ ð2:2Þ
The total number of neutrons of all phase space regions is the

sum of all components of ~ZðnÞ and is denoted as ZðnÞ (Eq. (2.3))

ZðnÞ ¼
Xm
i¼1

ZiðnÞ: ð2:3Þ

The state vector at generation n is related to generation n� 1
through

~ZðnÞ ¼
Xm
i¼1

XZiðn�1Þ

j¼1

~Yij; ð2:4Þ

where Yij

!
is the state vector generated by the jth neutron of type i at

generation n� 1.

The moment generating function of ~ZðnÞ is defined as

Fnð~r0;~sÞ � E
Ym
i¼1

sZiðnÞi

�����~Zð0Þ ¼~r0

" #

¼
X
~r

P ~ZðnÞ ¼~r
���~Zð0Þ ¼~r0

� �Ym
i¼1

srii ; ð2:5Þ

where ~r0 denotes the initial configuration of neutrons in the dis-
cretized phase space and~s is the argument of the moment generat-
ing function. If ~r0 is a point source of type i ð~r0 �~ei; ðr0Þj ¼ dijÞ, we

denote Fnð~r0;~sÞ as Fnði;~sÞ. The random vector ~ZðnÞ initiated by ~Zð0Þ
is the sum of the random vectors initiated by the Zð0Þ neutrons rep-
resented by the vector ~Zð0Þð¼ ~r0Þ

~ZðnÞ
���
~Zð0Þ¼~r0

¼
Xm
i¼1

Xri0
j¼1

~ZðnÞ
������
~Zð0Þ¼~ei

ð2:6Þ

Eq. (2.6) expresses ~ZðnÞ as sum of contributions from all

neutrons in the 0th generation. Since the Zð0Þ random vectors are
independent, the moment generating function of the state vector
~ZðnÞ

���
~Zð0Þ¼~r0

is written as the product of the moment generating

function of the state vectors of the Zð0Þ components ~ZðnÞ
���
~Zð0Þ¼~ei

.

Therefore, Fnð~r0;~sÞ and Fnði;~sÞ are related by

Fnð~r0;~sÞ ¼
Ym
i¼1

Fnði;~sÞr
i
0 : ð2:7Þ

Fnði;~sÞ can be evaluated from F1ði;~sÞ recursively according to its
definition in Eq. (2.5),
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