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a b s t r a c t

Target detection algorithms for hyperspectral remote sensing imagery, such as the two most commonly
used remote sensing detection algorithms, the constrained energy minimization (CEM) and matched fil-
ter (MF), can usually be attributed to the inner product between a weight filter (or detector) and a pixel
vector. CEM and MF have the same expression except that MF requires data centralization first. However,
this difference leads to a difference in the target detection results. That is to say, the selection of the data
origin could directly affect the performance of the detector. Therefore, does there exist another data ori-
gin other than the zero and mean-vector points for a better target detection performance? This is a very
meaningful issue in the field of target detection, but it has not been paid enough attention yet. In this
study, we propose a novel objective function by introducing the data origin as another variable, and
the solution of the function is corresponding to the data origin with the minimal output energy. The
process of finding the optimal solution can be vividly regarded as a clever eye automatically searching
the best observing position and direction in the feature space, which corresponds to the largest
separation between the target and background. Therefore, this new algorithm is referred to as the clever
eye algorithm (CE). Based on the Sherman–Morrison formula and the gradient ascent method, CE could
derive the optimal target detection result in terms of energy. Experiments with both synthetic and real
hyperspectral data have verified the effectiveness of our method.
� 2016 International Society for Photogrammetry and Remote Sensing, Inc. (ISPRS). Published by Elsevier

B.V. All rights reserved.

1. Introduction

The detection and identification of ground materials of interest
within a scene acquired from airborne and spaceborne platforms
using hyperspectral sensors is of great interest and importance in
remote sensing applications. Usually, the technique of target
detection can be conducted spatially (Cheng et al., 2013; Han
et al., 2015; Liu et al., 2014) and/or spectrally (Manolakis and
Shaw, 2002; Manolakis et al., 2001a; Chang et al., 2001). Limited
by the spatial resolution of the remote sensing image, target detec-
tion methods utilizing spatial characteristics, such as shape and
texture, sometimes fail to provide a good performance. However,
algorithms based on spectral information, using statistical or phys-
ical approaches, have been widely studied and developed due to
their mathematically or physically tractable properties and have
good performance in many practical situations.

Hyperspectral target detection algorithms based on spectral
information can be categorized into four classes: the first is the
spectral matching method, which usually includes the minimum
distance method (Keshava, 2004), cross correlogram spectral
matching (van der Meero and Bakker, 1997), and spectral angle
mapping (Kruse et al., 1993). The second is based on the spectral
absorption characteristics of a target and the most representative
algorithms are the spectral feature fitting method (Clark et al.,
1990) and all the spectral indices (such as the normalized differ-
ence vegetation index, NDVI (Myneni et al., 1995)). The third cate-
gory is based on a technique of spectral unmixing, such as the
orthogonal subspace projection method (Harsanyi, 1993; Du
et al., 2003; Arora et al., 2013) or the least-squares method. The
abundance map of the target endmember can be regarded as the
corresponding detection result.

The last category of target detection technique is based on the
statistical characteristics of an image, which is usually designed
using the generalized likelihood ratio test approach (Manolakis
et al., 2000, 2009a,b). Different types of statistical models used
for the target and background will lead to different target detection
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algorithms, such as the Kelly detector (Kelly, 1986, 1987; Kelly and
Forsythe, 1989), the matched subspace detector(Scharf and
Friedlander, 1994), the matched filter (MF) detector (Manolakis
et al., 2000; Chen and Reed, 1987; Manolakis and Shaw, 2002),
and the adaptive subspace detector, which is also known as the
adaptive cosine estimator (Kraut and Scharf, 1999; Kraut et al.,
2001).

Among the above detectors, the MF detector is the most com-
monly used technique in the field of communication and signal
processing applications. It has been widely applied and further
developed in target detection for remote sensing imagery
(Manolakis et al., 2009a, 2009b; DiPietro et al., 2010; Manolakis
et al., 2001b; Funk et al., 2001; Minet et al., 2011). MF requires
the mean vector and the covariance matrix of the target and
background distribution. The MF detector is at optimum perfor-
mance in the Neyman–Pearson sense when the target and back-
ground classes follow multivariate normal distributions with the
same covariance matrix, which is an unlikely assumption for
real-world images. Moreover, the target of interest usually has a
low probability distribution, so there is often no sufficient train-
ing data to estimate the mean vector and covariance matrix for
the target. As a result, if we use a target spectrum from the spec-
tral library or image, then the algorithm will result in the adap-
tive MF (Manolakis and Shaw, 2002), which is the commonly
used detector for low-probability targets. Mixture tuned MF
(Boardman, 1998; Boardman and Kruse, 2011) which combines
the statistical method of the MF with the deterministic method
of the linear mixing model, has been widely applied in the field
of hyperspectral target detection (Mitchell and Glenn, 2009;
Dópido et al., 2011).

Harsanyi (1993) developed the constrained energy minimiza-
tion (CEM) algorithm based on signal processing theory, which
has been widely applied in hyperspectral target detection (Sohaib
et al., 2012; Chang and Ji, 2006; Arora et al., 2013; Harsanyi and
Chang, 1994; Farrand and Harsanyi, 1997; Geng et al., 2013;
Chang et al., 2000; Gabr et al., 2010; Du and Nekovei, 2009; Du
et al., 2007; Chang and Wang, 2006). CEM performs a matched fil-
tering of hyperspectral images, which linearly constrains a desired
target signature while minimizing the total energy of the output of
the background. It only requires the knowledge of target spectra to
be provided as a user endmember. Unlike MF, CEM has no require-
ment on the distribution of data, but it uses the autocorrelation
matrix to form the detector, so it can still be categorized into a sta-
tistical approach.

It is noteworthy that the CEM detector has a quite similar form
to the MF detector, except that the MF detector needs the data to
be centralized first. However, they have different target detection
results, which are caused by the change in the position of the
data origin. That is to say, the selection of the data origin will
have a direct impact on the performance of the detectors. How-
ever, the zero and mean vector positions are two special points,
and there are thousands of other points in the feature space. So
for a given data set, it is necessary to establish which point is
the best one to move the data cloud to. It is a very important
issue in target detection area, which has not received enough
attention yet so far.

In this paper, we present a new algorithm to find the best data
origin for target detection from the perspective of output energy.
Let us imagine the process of target detection as looking at the data
cloud by a ‘‘clever eye” in the feature space. The clever eye can
automatically adjust its position and viewing direction according
to target and background distribution. Searching the best data ori-
gin is equivalent to the process whereby the clever eye searches
the optimal position and direction for observing the biggest differ-
ence between target and background. Thus we name the proposed
method as the clever eye algorithm (CE).

2. Method

2.1. Constrained energy minimization

CEM is originally derived from the linearly constrained mini-
mized variance adoptive beam-forming in the field of digital signal
processing. It uses a finite impulse response (FIR) filter to constrain
the desired signature by a specific gain while minimizing the filter
output energy (Harsanyi, 1993; Farrand and Harsanyi, 1997).

Assume that we are given a finite set of observations

S ¼ fr1; r2; � � � ; rNg, where ri ¼ ðri1; ri2; � � � ; riLÞT for 1 6 i 6 N is a
sample pixel vector, N is the total number of pixels, and L is the
number of bands. Suppose that the desired signature d is also
known. The objective of CEM is to design an FIR linear filter

w ¼ ðw1;w2; � � � ;wLÞT to minimize the filter output power subject

to the constraint, dTw ¼PL
l¼1dlwl ¼ 1. Then the problem yields

(Harsanyi, 1993)
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autocorrelation matrix. The solution to (1) is called the CEM opera-
tor with weight vector wCEM given by (Harsanyi, 1993)

wCEM ¼ R�1d

dTR�1d
: ð2Þ

2.2. Matched filter

MF has been widely used in communications, signal processing
and pattern recognition applications. It is usually derived by max-
imizing the cost function, which measures the distance between
the means of two normal distributions in units of the common
variance. The MF detector has a similar form to the CEM, but the
main difference is that it requires data centralization first. The
expression of an MF detector can be written as (Manolakis and
Shaw, 2002)

wMF ¼ K�1ðd�mÞ
ðd�mÞTK�1ðd�mÞ

; ð3Þ

where m ¼ ð1=NÞPN
i¼1ri is the mean vector and

K ¼ ð1=NÞ PN
i¼1ðri �mÞðri �mÞT

h i
is the covariance matrix.

Comparing the two forms of CEM and MF detectors (refer to (2)
and (3)), we can find that the centralization process in MF is to
move the data origin from the zero point to the mean vector in
the feature space. Therefore, if we take the CEM detection result
as an observation when moving the data to the zero point, the
MF result can be regarded as the other observation when moving
the data to the mean vector point. From this point of view, the dif-
ference in the detection results of CEM and MF is merely caused by
the change of data origin. This phenomenon is very interesting, and
inspires us to obtain a better detection result through searching for
a better data origin. However, do best origins exist for specific data
sets? If so, how much are they and where are they? To answer
these questions, we give a detailed discussion in the following.

2.3. Clever eye algorithm

In this section, we propose a new method to search the best
data origin, and develop a new detector for target detection. To
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