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Abstract

We propose a practical, feature-level and score-level fusion approach by combining acoustic and estimated articulatory information
for both text independent and text dependent speaker verification. From a practical point of view, we study how to improve
speaker verification performance by combining dynamic articulatory information with the conventional acoustic features. On text
independent speaker verification, we find that concatenating articulatory features obtained from measured speech production data
with conventional Mel-frequency cepstral coefficients (MFCCs) improves the performance dramatically. However, since directly
measuring articulatory data is not feasible in many real world applications, we also experiment with estimated articulatory features
obtained through acoustic-to-articulatory inversion. We explore both feature level and score level fusion methods and find that the
overall system performance is significantly enhanced even with estimated articulatory features. Such a performance boost could be
due to the inter-speaker variation information embedded in the estimated articulatory features. Since the dynamics of articulation
contain important information, we included inverted articulatory trajectories in text dependent speaker verification. We demonstrate
that the articulatory constraints introduced by inverted articulatory features help to reject wrong password trials and improve the
performance after score level fusion. We evaluate the proposed methods on the X-ray Microbeam database and the RSR 2015
database, respectively, for the aforementioned two tasks. Experimental results show that we achieve more than 15% relative equal
error rate reduction for both speaker verification tasks.
© 2015 Elsevier Ltd. All rights reserved.
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1.  Introduction

The goal of a speaker verification system is to determine automatically whether a given segment of speech is indeed
spoken by the claimed speaker. It can be further divided into text independent speaker verification (TISV) and text
dependent speaker verification (TDSV) depending on whether we constrain the speech content during verification.

Total variability i-vector modeling has gained significant attention in speaker verification due to its excellent per-
formance, compact representation and small model size (Dehak et al., 2011a). In this framework, first, zero-order and
first-order Baum-Welch statistics are calculated by projecting the acoustic level Mel-frequency cepstral coefficients
(MFCC) features onto universal background model (UBM) components using the occupancy posterior probability.
Second, in order to reduce the high dimension of the concatenated statistics supervectors, a single factor analysis is
adopted to generate a low dimensional total variability space which jointly models language, speaker and channel
variabilities all together (Dehak et al., 2011). The factor analysis can also be extended to a simplified and supervised
version to enhance the performance and reduce the computational cost (Li and Narayanan, 2014). Within this i-vector
space, variability compensation methods, such as within-class covariance normalization (WCCN) (Hatch et al., 2006),
linear discriminative analysis (LDA) and nuisance attribute projection (NAP) (Campbell et al., 2006) are performed
to reduce the variability for subsequent scoring methods (e.g., cosine similarity (Dehak et al., 2011a), support vector
machine (SVM) (Cumani et al., 2011), probabilistic linear discriminant analysis (PLDA) (Prince, 2007; Matejka et al.,
2011), deep belief networks (Cumani et al., 2011), etc.). Several types of phonetics-aware generalized i-vectors have
also been recently proposed for better performance (Lei et al., 2014; D’Haro et al., 2014; Li and Liu, 2014).

In addition to the aforementioned state-of-the-art modeling methods, various features have also been proposed
for speaker verification (e.g. short-term spectral features, voice source features, spectral-temporal features, prosodic
features and high-level features) (Kinnunen and Li, 2010). Based on these multiple sets of features, both feature-level
and score-level fusion approaches have been shown to enhance the overall system performance (Kinnunen and Li,
2010; Kim and Stern, 2012; Shao and Wang, 2008; Wang and Johnson, 2014). Specifically, by fusing the phonetic
level tandem features and the acoustic level MFCC features together at the feature level, more than 40% relative error
reduction is achieved (Li and Liu, 2014; D’Haro et al., 2014; Wang et al., 2013). In this work, our goal is to examine
the use of speech production oriented features for the speaker verification task.

The ability to understand sources of inter-speaker variability in speech production and to predict those sources of
variability from the acoustic signal can afford a variety of advantages. Several studies have shown that an important
source of inter-speaker variability in speech acoustics lies in the variability in the vocal tract morphology across various
speakers. Morphological variability could result from the differences in the vocal tract length (Peterson and Barney,
1952; Fant, 1960; Lee et al., 1999; Stevens, 1998), or the morphology of the hard palate and the posterior pharyngeal
wall (Lammert et al., 2011, 2013b,a). Fig. 1 shows magnetic resonance images of the vocal apparatus of four different
subjects from the USC-TIMIT corpus (Narayanan et al., 2014) illustrating this variability. Since vocal tract length is
closely related to the formant frequency (Stevens, 1998; Fant, 1960), change in vocal tract length scales the spectral
envelope for voiced sounds. This has been extensively used for vocal tract length normalization (VTLN) (Eide and
Gish, 1996; Lee and Rose, 1996) in automatic speech recognition (ASR). Unlike normalization, we focus on exploiting

Fig. 1. Vocal tract rtMRI images from four different subjects in the USC-TIMIT corpus (Narayanan et al., 2014).
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