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Abstract

Articulatory data can nowadays be obtained using a wide range of techniques, with a notable emphasis on imaging modalities
such as ultrasound and real-time magnetic resonance, resulting in large amounts of image data.

One of the major challenges posed by these large datasets concerns how they can be efficiently analysed to extract relevant
information to support speech production studies. Traditional approaches, including the superposition of vocal tract profiles, provide
only a qualitative characterisation of notable properties and differences. While providing valuable information, these methods are
rather inefficient and inherently subjective. Therefore, analysis must evolve towards a more automated, replicable and quantitative
approach.

To address these issues we propose the use of objective measures to compare the configurations assumed by the vocal tract during
the production of different sounds. The proposed framework provides quantitative normalised data regarding differences covering
meaningful regions under the influence of various articulators. An important part of the framework is the visual representation of
the data, proposed to support analysis, and depicting the differences found and corresponding direction of change.

The normalised nature of the computed data allows comparison among different sounds and speakers in a common representation.
Representative application examples, concerning the articulatory characterisation of European Portuguese vowels, are presented

to illustrate the capabilities of the proposed framework, both for static configurations and the assessment of dynamic aspects during
speech production.
© 2015 Elsevier Ltd. All rights reserved.
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1.  Introduction

Speech production studies are currently served by a wide range of technologies that allow research on the dynamic
aspects of speech. Methods such as ultrasound (US) and real-time magnetic resonance imaging (RT-MRI) (Scott
et al., 2014) provide data regarding the position and coordination of the different articulators over time (Hagedorn
et al., 2011). Furthermore, they offer the possibility to improve on the studies based on information regarding a static
sustained production by reducing the hyperarticulation effect (Engwall, 2003).
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After image acquisition, the different regions of interest must be segmented (e.g., Bresch and Narayanan, 2009;
Silva and Teixeira, 2015), or points of interest identified, often resulting in contours delimiting the vocal tract or specific
structures such as the tongue or velum.

Analysis of different vocal tract contours is typically performed visually by characterising the position of the different
articulators or by describing articulator differences between different sounds (e.g., Delvaux et al., 2002; Shadle et al.,
2008). This is often done by superimposing contours and performing qualitative analysis of the main differences
(Martins et al., 2008; Cleland et al., 2011; Badin et al., 2014). Adding to the subjective nature of such analysis, when
the database is large, e.g., as happens when RT-MRI is used (Niebergall et al., 2013), it becomes an almost infeasible
task to explore all available data.

1.1.  Challenges

Beyond the sheer amount of data made available by current technologies, the field of speech production faces several
challenges that should be addressed to allow further advances, harnessing the full potential of the data available. A
framework should be proposed that tackles the large amounts of data addressing, among others, the following aspects:

• Objectivity  — The subjective nature of the methods used to describe articulatory differences, for example, results
in variability among researchers that precludes true comparison among works in the literature describing the same
phenomena.

• Intra-speaker  assessment  — The analysis of articulatory features for different sounds produced by one speaker
lacks methods to profit from multiple repetitions and common grounds for comparison among sounds.

• Inter-speaker  assessment  — The comparison among speakers lacks common grounds for comparison, e.g., a
common normalised measure of difference, without losing sight of the contributions provided by each articulator.

• Variability  — Not only average behaviour is relevant for the researchers, there is also a strong need to have
information on variability (across repetitions, across speakers, etc.).

• Inter-language  comparison  — Data from multiple speakers of one language could be jointly used to provide overall
quantitative characterisation of its main features. This would allow new ways of comparing sounds in multiple
languages, advancing on the current status of inter-language comparisons mostly based on qualitative assessment
of data from different speakers.

• Multimodality  — Data provided by different modalities and concerning similar phenomena or providing comple-
mentary data might benefit from joint analysis. For example, several technologies that support speech production
studies (e.g., EMA, Kim et al., 2014 and ultrasound, Laprie et al., 2014) are used in combination with MRI (Scott
et al., 2014). Regardless of how the different data is analysed, if their individual contributions to the understanding
of specific phenomena could be gathered in joint representations it might motivate a generalisation of multimodal
studies and an easier interpretation of the data.

One important route to attain a systematic analysis addressing these issues is to move towards quantitative methods
that allow it to be performed automatically, in an expedite and replicable way, resulting in data providing a summary
of the most important features which researchers can analyse. In the work presented here we consider these challenges
in the scope of real-time MRI data.

1.2.  Related  work

Considering that we are mostly addressing vocal tract data analysis from vocal tract profiles extracted from image
data (e.g., RT-MRI), in this overview of related work we focus on methods applied to image data of the vocal tract,
or to full (or partial) vocal tract profiles extracted from them. The rationale is to overview notable recent literature
that describes some level of quantification regarding the analysis and comparison of the data extracted from these
images. Therefore, works supported on subjective analysis based, for example, on visual assessment of articulatory
configuration differences, are not covered.

Regarding pixel-based methods, i.e., without an explicit extraction of vocal tract profiles, notable works include
the detection of constriction regions along the tract (Lammert et al., 2010; Hagedorn et al., 2011) and estimation of
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