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Abstract

Parallel corpora are essential resources for statistical machine translation (SMT) and cross language information retrieval (CLIR)
systems. Creating parallel corpora is highly expensive in terms of both time and cost. In this paper, we propose a novel approach to
automatically extract parallel sentences from aligned documents. To do so, we first train a Maximum Entropy binary classifier to
compute the local similarity between each two sentences in different languages. To consider global information (e.g., the position
of sentence pairs in the aligned documents), we define an objective function to penalize the cross alignments and then propose
an integer linear programming approach to optimize the objective function. In our experiments, we focus on English and Persian
Wikipedia articles. The experimental results on manually aligned test data indicate that the proposed method outperforms the
baselines, significantly. Furthermore, the extrinsic evaluations of the corpus extracted from Wikipedia on both SMT and CLIR
systems demonstrate the quality of the extracted parallel sentences. In addition, Experiments on the English–German language pair
demonstrate that the proposed ILP method is a language-independent sentence alignment approach. The extracted English–Persian
parallel corpus is freely available for research purposes.
© 2016 Elsevier Ltd. All rights reserved.
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1.  Introduction

Statistical translation techniques have been shown to perform promising when they are trained using a large amount
of high quality data. One essential category of resources for training statistical machine translation (SMT) and cross
language information retrieval (CLIR) systems is large and accurate parallel texts (Brown et al., 1991; Vogel and
Tribble, 2002). It is shown that training translation techniques via sentence-level aligned corpora, henceforth called
parallel corpora, is more effective than using other types of parallel texts (Ma, 2006). Parallel corpora contain several
sentence pairs in two (source and target) languages, which are translations of each other (Gale and Church, 1993).

It is known that manual sentence alignment is very expensive in terms of both time and cost. This fact has motivated
researchers to automatically extract parallel sentences from the available bilingual data (Gale and Church, 1993; Wu,
1994; Li et al., 2010; Pal et al., 2014). The exponential growth of the Web, and thus the availability of huge amounts
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of textual data in various languages intensifies the importance of automatic sentence alignment (Resnik and Smith,
2003).

A main part of automatic sentence aligners is computing the similarity between the source and the target sentences.
Several methods have been so far proposed to compute length-based, lexicon-based, and hybrid similarities between
two given sentences (Ma, 2006; Gale and Church, 1993; Wu, 1994). We refer to this kind of information that can
be captured from the source and the target sentences as “local” information. Although local information can show
the similarity between two sentences, it cannot consider the information that comes from the other sentences in the
documents. We refer to the information related to the other sentences of the documents as “global” information. In
this paper, we propose a language-independent method for extracting parallel sentences1 from the aligned documents
by exploiting both local and global information.

We explore a learning approach to compute the similarity between a given sentence pair to consider local information.
To this aim, we consider a number of length-based, lexicon-based, alignment-based, and miscellaneous features and
train a Maximum Entropy (MaxEnt) binary classifier. Since MaxEnt is a probabilistic classifier, it enables us to compute
the probability of being parallel for any sentence pair.

A number of previous work (Gale and Church, 1993; Ma, 2006; Baratalipour, 2012) assume that the sentences in
the target document are translated from the source sentences exactly in the same order. Therefore, they avoid cross
alignments during their aligning process. Although this assumption might be true in many situations, there are also
several aligned documents, such as comparable corpora, in which documents are not translation of each other. These
aligned documents also may contain several parallel sentences. Hence, to avoid this strict assumption, we propose a
method to penalize cross alignments, instead of completely ignoring them. In other words, we develop a method that
avoids cross alignments unless the aligned sentences are highly similar. To this aim, we design a bipartite weighted
graph for each aligned source and target documents. Each vertex in the graph corresponds to a sentence2 and the
edge weights between the vertices are computed using the aforementioned MaxEnt classifier. Then, we introduce
an objective function to maximize the similarity of aligned sentences and also to penalizes the cross alignments. To
optimize the objective function, we propose a novel method based on integer linear programming (ILP).

In the experiments, we focus on the English–Persian language pair, since the available parallel corpora in the Persian
language (also known as Farsi) are limited in terms of both domain and size. We extract parallel sentences from the
Wikipedia3 articles, since they cover wide variety of domains. We extensively evaluate our method in different scenarios.
We first intrinsically evaluate the proposed sentence alignment methods using manually tagged test data extracted from
English–Persian Wikipedia articles. The intrinsic evaluation shows that the proposed method significantly outperforms
competitive baselines. We further create a parallel corpus using the Wikipedia articles, which is freely available for
research purposes.4 We extrinsically evaluate the proposed method using CLIR and SMT applications. The experimental
results show that the quality of the extracted English–Persian parallel corpus is higher than the existing parallel corpora.
We also consider the English–German language pair to evaluate the proposed method in an additional language pair. The
results demonstrate that the proposed method can perform effectively in other language pairs, such as English–German.

The remainder of this paper is structured as follows: Section 2 reviews related work. We present the characteristics of
Wikipedia articles in Section 3. Section 4 introduces the proposed method to exploit both local and global information
to extract parallel sentences. The proposed method is evaluated in Section 5. We finally conclude our paper and discuss
possible future directions in Section 6.

2.  Related  work

In this section, we first present related sentence alignment methods. We then introduce the existing English–Persian
bilingual resources. We finally review the previous work related to integer linear programming.

1 Note that although the sentences aligned by the automatic aligners are not always exact translations of each other, they can be considered as
parallel sentences for further learning processes (Gupta et al., 2013). That is why several methods (Resnik and Smith, 2003; Patry and Langlais,
2011; Baratalipour, 2012) have been so far proposed to extract parallel sentences from the Web.

2 We also define super-nodes to be able to extract parallel sentences with more than one sentence in at least one of the source and target languages.
3 http://wikipedia.org/.
4 http://ece.ut.ac.ir/en/project/wikipedia-parallel-corpus.
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