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a b s t r a c t

In this systempaper,wedescribe theDL-Learner framework,which supports supervisedmachine learning
using OWL and RDF for background knowledge representation. It can be beneficial in various data and
schema analysis tasks with applications in different standard machine learning scenarios, e.g. in the life
sciences, as well as Semantic Web specific applications such as ontology learning and enrichment. Since
its creation in 2007, it has become the main OWL and RDF-based software framework for supervised
structured machine learning and includes several algorithm implementations, usage examples and has
applications building on top of the framework. The article gives an overview of the framework with a
focus on algorithms and use cases.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Over the past two decades, we have witnessed a transition
from an industrial driven society to a data and knowledge driven
society. This trend is accompanied by a significant increase in
research interest in and importance of (large-scale) data processing
methods. In this broad field, semantic technologies have emerged
as a means to structure, publish and integrate data. In particular,
the RDF and OWL knowledge representation W3C standards are
used in thousands of knowledge bases containing billions of facts.1

A major challenge that research faces today is to analyse
this growing amount of information to obtain insights into the
underlying problems. In many cases, in particular in the life
sciences, it is beneficial to employ methods that are able to use
the complex structure of available background knowledge when
learning hypotheses. DL-Learner is an open software framework,
which contains several such methods. It has the primary goal
to serve as a platform for facilitating the implementation and
evaluation of supervised structured machine learning methods
using semantic background knowledge.
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Themost common scenariowe consider is to have a background
knowledge base in OWL and be additionally provided with sets
of individuals in our knowledge base which serve as positive and
negative examples. The goal is to find a logical formula, e.g. an OWL
class expression,2 such that all/many of the positive examples are
instances of this expression and none/few of the negative examples
are instances of it. The primary purpose of learning is to find a
class expression which can classify unseen individuals (i.e. not
belonging to the examples) correctly. It is also important that
the obtained class expression is easy to understand for a domain
expert. We call these criteria accuracy and readability.

As an example, consider the problem to find out whether a
chemical compound can cause cancer. In this case, the background
knowledge contains information about chemical compounds in
general and certain concrete compounds we are interested in.
The positive examples are those compounds causing cancer,
whereas the negative examples are those compounds not causing
cancer. The prediction for those examplesmay have been obtained
from experiments and expensive long-term research trials. A
learning algorithmcannowderive a hypothesis fromexamples and
background knowledge, e.g. a learned class expression in natural
language could be ‘‘chemical compounds containing more than
three phosphorus atoms’’. (Of course, in practice the expression
will be more complex to obtain a reasonable accuracy.) Using this
class expression,we can nowclassify unseen chemical compounds.

2 http://www.w3.org/TR/owl2-syntax/#Class_Expressions.
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To solve this and similar problems, researchers need to over-
come hurdles which are highly important for machine learning in
general: Algorithms have to process complex background knowl-
edge, possibly coming from several sources. Logical inference is
needed during the learning process to drive the algorithms. During
their runtime, algorithms frequently need to evaluate thousands or
millions of hypotheses and use the results of those tests to deter-
mine their learning strategy. The expressions which are eventually
learned, can often be arbitrarily nested and in some cases need to
portray complex relationships while still being as easy as possible
to understand for domain experts. Some of thosemachine learning
challenges have been identified by leading researchers, e.g. in [1]
and [2], and DL-Learner aims to provide a platform to facilitate re-
searchers in their quest for solutions.

A previous system paper on DL-Learner appeared in 2009 in the
Journal ofMachine Learning Research [3]. Compared to this system
description, the major changes are as follows:

• Framework design: The framework has been generalized from
being focused on learningOWL class expressions usingOWLon-
tologies as background knowledge to amore generic supervised
structured machine learning framework. Components are inte-
grated via Java Beans and the Java Spring framework, which al-
lows more fine-grained and more flexible interaction between
them.

• New algorithms for learning SPARQL queries (as feedback
component in question answering), fuzzy description logic
expressions, parallel OWL class expression learning, a special
purpose algorithm for the EL description logic, two algorithms
for knowledge base enrichment of almost all OWL 2 axioms
from SPARQL endpoints as well as an algorithm combining
inductive learning with natural language processing have been
integrated.

• Scalability enhancements: There are now statistical sampling
methods available for dealing with a large number of examples
aswell as different knowledge base fragment selectionmethods
for handling large knowledge bases in general.

• Major engineering changes: In 2011, the whole framework was
refactored to be more easily extensible. Moreover, algorithms
are continuously extended with options based on received
feature requests. In the same manner, new APIs and reasoners
are continuously upgraded.

• Code repository statistics: About 3500 commits were made
which led tomore than 4,500,000 changed lines of code. 30 new
contributors could be acquired, 52 bugs could be fixed and 27
feature requests could be realized.

The article is structured as follows: In Section 2, we give a de-
scription of the problems DL-Learner aims to solve. Subsequently,
in Section 3, the software framework is described. We summarize
core algorithms implemented in DL-Learner in Section 4. Imple-
mentation statistics and notes are given in Section 5. Use cases
of DL-Learner in different problem areas are covered in Section 6.
In Section 7, we describe related work and give an outlook in
Section 8.

2. Learning problems

The process of learning in logics, i.e. trying to find high-level
explanations for given data, is also called inductive reasoning as
opposed to inference or deductive reasoning. Deductive reasoning is
known as the process of deriving logically certain conclusions from
a set of general statements that are known to be true, e.g. given
a statement like ‘‘Every bird can fly’’, we can deductively derive
that the bird ‘‘tweety’’ can fly. Contrarily, the concept of inductive
reasoning is to construct general statements from a given set of
examples. For instance, given ten ravens out of which nine have

Fig. 1. General learning workflow.

a black colour, one could inductively derive that ‘‘all ravens are
black’’ even though it does not hold for all ravens and bears some
degree of uncertainty. Learning problems which are similar to
the one we will analyse, have been investigated in Inductive Logic
Programming [4].

The goal of DL-Learner is to provide a structural framework and
reusable components for solving those induction problems. Fig. 1
depicts a typical workflow from a user’s perspective. On the left
hand side, there are several knowledge bases which together form
the background knowledge for a given task.Within that background
knowledge, some resources are selected as positive and some
others as negative examples. In a medical setting, the resources
could be patients reacting to a treatment (positive examples) and
patients not reacting to a treatment (negative examples). Those
are then processed by a supervised machine learning algorithm
and return (in most cases in DL-Learner) a symbolic classifier.
This classifier is human readable and expressed in a logical form,
e.g. as a complex description logic concept or a SPARQL query.
It serves two purposes: First, due to its logical representation
it should give insights into the underlying problem, showing
which concepts are relevant to distinguish positive and negative
examples. Furthermore, the result can also be used to classify
unseen resources, e.g. by checking whether they are an instance of
the learned concept using an OWL reasoner, or whether they are
returned by a SPARQL endpoint executing a learned query.

In DL-Learner, the following learning problems are relevant:

Standard supervised learning Let the name of the background
ontology beO. The goal in this learning problem is to find
an OWL class expression C such that all/many positive
examples are instances of C w.r.t. O and none/few
negative examples are instances of C w.r.t. O.

Positive only learning In case only positive examples are avail-
able, it is desirable to find a class expression that covers
the positive examples while still generalizing sufficiently
well (usually measured on unlabelled data).

Class learning In class learning, you are given an existing class
A within an ontology O and want to describe it. This
is similar to the previous problem in that you can use
the instances of the class as positive examples. However,
you can make use of existing knowledge about A in the
ontology and (obviously) A itself should not be a solution.

In addition, there are different nuances of the above learning prob-
lems which depend on how negative knowledge should be treated
(related to the open world assumption in description logics):
The problems can be treated as a binary problem (hypotheses
should cover positive examples and not cover negative examples)
or a ternary problem (hypotheses should cover positive examples,
cover the negation of negative examples and not cover all other re-
sources). The preferable setting partially depends on the structure
of the background knowledge. For ternary learning problems,more
sophisticated schema axioms, e.g. containing negation, disjunction
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