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Results of an investigation of the characteristic estimator properties for periodically correlated time 
series obtained on the basis of finite data length are given. The formulae for the bias and variance of 
the estimators for mean and covariance function Fourier coefficients are found. The conditions for the 
choice of sampling interval value, for which aliasing effects do not appear, are obtained. The interpolation 
formulae for the mean and covariance function estimates are derived. The dependencies of the statistical 
characteristics of the estimators on sampling interval and sample size for modulated signals are analyzed.
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1. Introduction

Signal models in the form of periodically correlated random 
processes (PCRP) are widely used in different areas of science and 
technology [1–10]. The first and second order moment functions 
of this class of non-stationary random processes adequately de-
scribe the properties of signal recurrence and stochasticity. These 
models combine and develop both the deterministic and stochastic 
approaches. The first is based on models in the form of periodic 
functions, and the second is based on models in the form of sta-
tionary random processes. PCRP, as individual cases, contain poly-
harmonic, additive, multiplicative, additive–multiplicative, quadra-
ture and other models for the description of the interaction be-
tween recurrence and stochasticity [11]. The capability of joint 
interpretation of different types of stochastic recurrence on the ba-
sis of PCRP is represented by [12–14]:

ξ(t) =
∑
k∈Z

ξk(t)eikω0t, (1)

where ξk(t) are jointly stationary processes, ω0 = 2π/P , P is the 
period, and Z is the set of integer numbers. If PCRP is a random 
process with a finite average power, that is 1

P

∫ P
0 E|ξ(t)|2dt < ∞, 

then series (1) is convergent in sense [1,2,14]:
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L→∞−−−−→ 0.

It follows from expression (1) that PCRP in general is a superpo-
sition of the amplitude and phase modulated harmonics with fre-
quencies multiple to the main ω0. The mean function, covariance 
function, spectral density and their Fourier coefficients describe 
properties of such a modulation [2,9].

For investigation of the probabilistic structure of the stochas-
tic recurrence of physical phenomena on the basis of experimen-
tal data, methods for PCRP statistical analysis are used. Among 
them are: coherent [2,5,19] and component [2,6,17,18] methods, 
the least squares method [19], methods of linear combing [20], and 
band [21] filtration. Each of these methods has its own features 
and may be used depending on the concrete situation. Sampling 
is a required procedure of signal statistical analysis when tech-
nical tools are used. The choice of sampling interval is the most 
important issue for its implementation. Traditionally, the sampling 
interval is chosen in accordance to the Kotel’nikov–Shannon the-
orem, where the signal’s highest frequency is known [22,23]. The 
lowest frequency of sampling is named the Nyquist frequency. For 
the case of the Nyquist sampling rate, the exact interpolation for-
mula (for band-limited signals) can be obtained [23]. However, 
using the Nyquist sampling rate for statistical processing of exper-
imental data may lead to the appearance of significant errors in 
the results. The sampling interval value in this case should be cho-
sen on the results of the analysis of statistical properties of prob-
abilistic characteristic estimators. The assumption for the choice 
can only be given using solutions to concrete statistical tasks. This 

http://dx.doi.org/10.1016/j.dsp.2016.03.003
1051-2004/© 2016 Elsevier Inc. All rights reserved.

http://dx.doi.org/10.1016/j.dsp.2016.03.003
http://www.ScienceDirect.com/
http://www.elsevier.com/locate/dsp
mailto:ihor.yavorskyj@gmail.com
mailto:matsko.ivan@gmail.com
mailto:roman.yuzefovych@gmail.com
mailto:zbizak@utp.edu.pl
http://dx.doi.org/10.1016/j.dsp.2016.03.003
http://crossmark.crossref.org/dialog/?doi=10.1016/j.dsp.2016.03.003&domain=pdf


26 I. Javors’kyj et al. / Digital Signal Processing 53 (2016) 25–40

especially concerns statistics of non-stationary random processes, 
where even in second-order theory we deal with the covariance 
functions b(t, u) = E

◦
ξ(t)

◦
ξ(t + u), 

◦
ξ(t) = ξ(t) − m(t), m(t) = Eξ(t), 

which depend on two variables: time t and lag u; the properties 
of their behavior on each of the variables may be very different. 
The covariance function of PCRP b(t, u), for example, periodically 
varies in time b(t + P , u) = b(t, u), and, as a rule, damps as the 
lag u increases. The damping character and its rapidity for differ-
ent physical phenomena may differ significantly [2,6,9]. It causes 
bi-frequency spectral density features – two-dimensional Fourier 
transformation of covariance function. It is discrete relative to so-
called cyclic frequencies, whose set is defined by the type of time 
periodicity of b(t, u), and is continuous relative to the frequencies, 
which represent the dependence of b(t, u) on the lag.

The discrete estimators of Fourier coefficients of the mean and 
covariance functions for PC time series are analyzed in this paper. 
Mean and covariance functions are estimated using coherent meth-
ods [2,5,7,16], when the period of non-stationarity P is known. 
This is a continuation of the work by Javors’kyj [24], in which 
the conditions of mean square convergence of estimators were 
obtained. Note that discrete estimators of PCRP probabilistic char-
acteristics have been considered in the literature [3–5,7,14,25–27]. 
The cycloergodic properties of non-stationary discrete parameter 
processes were investigated in [25,26]. The link between continu-
ous and discrete cases for cyclic second-order statistics is analyzed 
in [3–5,27]. It was shown that for time-sampled data in general, 
the aliasing phenomenon occurred. The limit of bi-frequency spec-
trum, for example, in the discrete case is the sum of its values
for continuous time; such values are shifted relative to both fre-
quencies towards multiple values of the sample frequency. The 
aliasing effect can be avoided when PC time series are band lim-
ited. The sample frequency that ensures the absence of an aliasing 
effect in the area of cyclic frequencies should be twice as great 
as the Nyquist frequency. The Nyquist sampling rate ensures the 
absence of the aliasing effect in the area of cyclic frequencies. Sim-
ilar comparative analysis of continuous and discrete-time statistics 
inclusive of higher-order statistics has been provided for near-PC 
time series and their generalizations [28–32]. We should note that 
they characterize only the asymptotical properties of the respec-
tive statistics. Stochastic components of the discrete estimation 
errors that are inherent for finite time length remained beyond 
the authors’ attention. Such components can be carried out using 
a statistical approach based on analysis of moment functions of the 
respective characteristic estimators. On the basis of the last count, 
the systematic and root square errors of discrete analysis can be 
calculated. These errors should be used for efficiency comparison 
of continuous and discrete estimation. One must ensure that con-
ditions of aliasing absence mentioned above are obtained using 
asymptotical expressions for systematic errors of respective char-
acteristics estimations (this issue will be discussed further later 
on).

We should note that analyzing the deterministic and stochas-
tic parts of experimental time series properties, i.e. estimators of 
mean and covariance function and also their Fourier coefficients, 
are, as a rule, investigated separately. The effects caused by sam-
pling appear in the estimators of these characteristics differently, 
which is why they should be analyzed separately.

Using the coherent method [2,16] the estimators of mean func-
tion and covariance function for some moments of time are de-
fined on the basis of averaging of the signal values taken through 
the period P . On the basis of these estimators, Fourier compo-
nents estimators are built. The task of sampling in this case should 
be considered from two positions. First, the interval between mo-
ments of time, for which values of mean function and covariance 
function are estimated, should be grounded. Taking into account 
the time recurrence of these characteristics, it is concluded that 

trigonometric interpolation [33] should be used for solving this 
task. The second task to be solved is the grounding of the sampling 
interval value by replacement of the respective integral transfor-
mations by integral sums when the Fourier components of the 
mean function and covariance function are calculated. In Section 2, 
the discrete estimators of mean function are analyzed. In Sec-
tion 3, we investigate the Fourier components of the covariance 
function, the so-called covariance components [1,2,34,35]. The esti-
mator properties in the article are analyzed under assumption that 
realization length is T = N P , where N – natural number. The cyclic 
leakage [3,10] does not appear in this case [18]. In Section 4, the 
obtained results are specified for amplitude- and phase-modulated 
signals, one of the simplest models of PCRP. The numeric results 
from the analysis allow one to detail the properties of discrete es-
timators.

2. Estimation of mean function Fourier coefficients

The mean function m(t) = Eξ(t) and covariance function b(t, u)

= E
◦
ξ(t)

◦
ξ(t + u) of PCRP are periodic functions of time: m(t) =

m(t + P ), b(t, u) = b(t + P , u). If the conditions

P∫
0

∣∣m(t)
∣∣dt < ∞,

P∫
0

∣∣b(t, u)
∣∣dt < ∞

are satisfied, they can be represented in Fourier series form

m(t) =
∑
k∈Z

mkeikω0t = m0 +
∑
k∈N

(
mc

k cos kω0t + ms
k sin kω0t

)
,

b(t, u) =
∑
k∈Z

Bk(u)eikω0t

= B0(u) +
∑
k∈N

[
Bc

k(u) cos kω0t + Bs
k(u) sin kω0t

]
,

where mk = 1
2 (mc

k − ims
k), Bk(u) = 1

2 [Bc
k(u) − iBs

k(u)], and N is a set 
of natural numbers.

Note that for functions m(t) and b(t, u) the Parseval’s relations 
are inherent:

1

P

P∫
0

∣∣m(t)
∣∣2

dt =
∑
k∈Z

|mk|2, 1

P

P∫
0

∣∣b(t, u)
∣∣2

dt =
∑
k∈Z

∣∣Bk(u)
∣∣2

.

It follows from these equalities that the infinite sums of the square 
absolute values of the Fourier coefficients mk and Bk(u) in the case 
of the absolute integrability of m(t) and b(t, u) are always finite. 
We should reiterate that |mk| → 0 and |Bk(u)| → 0 at k → ∞.

Placing P = (M + 1)h, h is the sampling interval, M is a natural 
number and the realization length is T = N P . The coherent estima-
tor of the mean function [2,16] at the points tn = nh, n = 0, M + 1, 
has the form:

m̂(nh) = 1

N

N−1∑
k=0

ξ
[(

n + k(M + 1)
)
h
]
. (2)

Fourier coefficients estimators can be found on this basis:

m̂0 = 1

M + 1

M∑
n=0

m̂(nh), (3)

m̂c
l = 2

M + 1

M∑
n=0

m̂(nh) cos l
2π

M + 1
n, (4)

m̂s
l = 2

M + 1

M∑
n=0

m̂(nh) sin l
2π

M + 1
n. (5)
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