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Abstract 

The objective of this paper is to establish the importance of phase of analytic signal of speech, referred to as the analytic phase, in 
human perception of speaker identity, as well as in automatic speaker verification. Subjective studies are conducted using analytic phase 
distorted speech signals, and the adversities occurred in human speaker verification task are observed. Motivated from the perceptual studies, 
we propose a method for feature extraction from analytic phase of speech signals. As unambiguous computation of analytic phase is not 
possible due to the phase wrapping problem, feature extraction is attempted from its derivative, i.e., the instantaneous frequency (IF). The IF is 
computed by exploiting the properties of the Fourier transform, and this strategy is free from the phase wrapping problem. The IF is computed 
from narrowband components of speech signal, and discrete cosine transform is applied on deviations in IF to pack the information in smaller 
number of coefficients, which are referred to as IF cosine coefficients (IFCCs). The nature of information in the proposed IFCC features is 
studied using minimal-pair ABX (MP-ABX) tasks, and t-stochastic neighbor embedding (t-SNE) visualizations. The performance of IFCC 

features is evaluated on NIST 2010 SRE database and is compared with mel frequency cepstral coefficients (MFCCs) and frequency domain 
linear prediction (FDLP) features. All the three features, IFCC, FDLP and MFCC, provided competitive speaker verification performance 
with average EERs of 2.3%, 2.2% and 2.4%, respectively. The IFCC features are more robust to vocal effort mismatch, and provided relative 
improvements of 26% and 11% over MFCC and FDLP features, respectively, on the evaluation conditions involving vocal effort mismatch. 
Since magnitude and phase represent different components of the speech signal, we have attempted to fuse the evidences from them at the 
i-vector level of speaker verification system. It is found that the i-vector fusion is considerably better than the conventional scores fusion. 
The i-vector fusion of FDLP+IFCC features provided a relative improvement of 36% over the system based on FDLP features alone, while 
the fusion of MFCC+IFCC provided a relative improvement of 37% over the system based on MFCC alone, illustrating that the proposed 
IFCC features provide complementary speaker specific information to the magnitude based FDLP and MFCC features. 
© 2016 Elsevier B.V. All rights reserved. 
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1. Introduction 

Speaker verification is the task of verifying the claimed 

identity of a person from his/her voice. It is an important 
task in the field of speech processing, finding applications 
in the areas of voice access control, telephone banking and 

forensics ( Kinnunen and Li, 2010 ). Speaker verification sys- 
tem requires extraction of speaker-specific information from 

the speech signal. In addition to information about the speaker 
identity, the speech signal conveys rich information related 
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to textual message, language of communication, emotion and 

health state of the speaker. From such a composite signal, the 
extraction of speaker-specific features that help in discrimi- 
nating the speakers well, has to be realized. Speaker-specific 
characteristics are mainly a result of anatomical structure, 
like vocal tract shape and size, and learned speaking habits, 
like dialect and prosody. The anatomical structure plays an 

important role in characterizing the speaker and hence, we 
need to analyze the speech signal and extract features rep- 
resenting the anatomical structure of the speech production 

mechanism. 
One of the major goals of signal analysis is to infer the 

characteristics of the underlying system from the signal. In 

the case of speech analysis, we need to extract information 
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about the vocal tract system (VTS) and excitation source from 

the observed speech signal. Since speech is a natural signal, it 
is not amenable for closed-form mathematical representation. 
However, natural signals can be analyzed by expanding them 

using a complete set of basis functions, having precise math- 
ematical representation. From a mathematical point of view, 
there are several ways of achieving this signal decomposition. 
The Fourier transform is a prominent approach for signal de- 
composition, in which an arbitrary signal is expressed as a 
linear combination of complex sinusoids ( Oppenheim et al., 
1999 ). The set of coefficients of these complex sinusoids rep- 
resents relative contributions of different frequencies, and is 
called the spectrum. The spectrum, in general, is complex- 
valued and it is often advantageous to express it in terms 
of its magnitude and phase. In the case of speech signals, 
prominent peaks in the magnitude spectrum, referred to as 
formants ( Quatieri, 2001 ), convey information about the res- 
onances of the VTS. The locations of the formants are in- 
fluenced by the anatomical structure of the VTS, and hence, 
are important for speaker recognition. For example, location 

of the first formant, being inversely proportional to the length 

of the vocal tract, might be helpful in inferring the height 
of a speaker ( Greisbach, 1999 ). Most of the state-of-the-art 
speaker recognition systems use features extracted from the 
magnitude spectrum of the speech signal. Mel frequency cep- 
stral coefficients (MFCCs) ( Davis and Mermelstein, 1980 ) 
and linear prediction cepstral coefficients (LPCCs) ( Makhoul, 
1975 ), which represent the gross envelope of the magnitude 
spectrum, are the commonly used features for speaker recog- 
nition ( Kinnunen and Li, 2010 ). Though there were attempts 
to extract features from the phase spectrum of the speech 

signal, they were not as popular as their magnitude counter- 
parts ( Alsteris and Paliwal, 2007; Picone, 1993 ). Since Fourier 
transform is a weighted average of the signal, over the entire 
duration, the Fourier spectra of signals with time-varying fre- 
quency content is not physically meaningful ( Cohen, 1995 ). 
For example, the Fourier transform of a Gaussian modulated 

chirp signal in Fig. 1 (a) does not offer any insight into its 
time-varying characteristics. Hence, short-time Fourier trans- 
form (STFT) is used to analyze the time-varying characteris- 
tics of the VTS ( Rabiner and Schafer, 1978 ). 

Amplitude modulated and frequency modulated (AM-FM) 
signal decomposition provides an alternative way of ana- 
lyzing time-varying frequency content in a signal. In this 
analysis, a narrowband (NB) signal (predominantly mono- 
component) is decomposed into instantaneous amplitude and 

phase components. Several methods have been proposed to 

accomplish such a decomposition ( Cohen, 1995; Gianfelici 
et al., 2007; Griffiths, 1975; Kumaresan and Rao, 1999; 
Maragos et al., 1993a, 1993b; Potamianos and Maragos, 
1999; Quatieri, 2001; Quatieri et al., 1997 ). The analytic sig- 
nal representation obtained through the Hilbert transform is 
the most commonly used method for AM-FM decomposi- 
tion ( Boashash, 1992; Cohen, 1995 ). Fig. 1 (b) and (c) shows 
the instantaneous amplitude and analytic phase variations ob- 
tained from the analytic signal representation of a Gaussian 

modulated chirp signal in Fig. 1 (a). 

Another well known algorithm for AM-FM decomposition 

of a NB signal is energy separation algorithm (ESA) ( Maragos 
et al., 1993a, 1993b ). This method utilizes nonlinear Teager- 
Kaiser energy operator, which calculates energy of a mono- 
component signal as the product of its squared amplitude and 

frequency ( Kaiser, 1990 ). The instantaneous characteristics of 
the signal are then obtained by applying the ESA algorithm 

( Maragos et al., 1993a ). Comprehensive comparison between 

Hilbert transform method and ESA method can be found in 

Vakman (1996) and Potamianos and Maragos (1994) . Phase 
locked loops and extended Kalman filters have also been ex- 
plored for demodulation of NB signals ( Gill and Gupta, 1972; 
Pai and Doerschuk, 2000; Pantazis et al., 2011 ). 

Generalization of AM-FM demodulation techniques to 

multi-component wideband (WB) signals, like speech, is not 
straightforward. It is not physically meaningful to interpret the 
instantaneous amplitude and phase of a multi-component sig- 
nal ( Boashash, 1992 ). The most common solution for AM-FM 

decomposition of a WB signal is to pass the signal through a 
bank of NB filters, and then apply the preferred NB decompo- 
sition algorithm on the output of each filter ( Potamianos and 

Maragos, 1996 ). This strategy is called multiband demodu- 
lation analysis, and is similar to phase vocoder in speech 

processing ( Quatieri, 2001 ). Another popular approach for 
AM-FM separation of WB signals is the empirical mode de- 
composition ( Huang et al., 1998 ), which uses the extrema of 
the signal to obtain intrinsic mode functions (IMF). Although 

this method provides highly accurate signal representations, 
straightforward implementation of sifting procedure produces 
mode mixing ( Huang et al., 1998 ). That is, a specific signal 
may not be separated into the same IMFs every time. This 
problem makes it hard to implement feature extraction, model 
training and pattern recognition, since a feature is no longer 
fixed at one labeling index. 

The AM-FM analysis, especially the amplitude component, 
has been used in speech processing applications. The locations 
of the formants were estimated from AM-FM decomposition 

of speech signals using linear adaptive or fixed filter-banks 
( Atal and Shadle, 1978; Potamianos and Maragos, 1996; Rao 

and Kumaresan, 2000 ). Features extracted from instantaneous 
amplitude envelopes of NB components were used for speech 

and speaker recognition ( Gowda et al., 2015; Kinnunen, 2006; 
Sadjadi et al., 2012; Shannon et al., 1995 ). Frequency domain 

linear prediction (FDLP) features, derived from all-pole mod- 
els of amplitude envelopes, were found to be either compara- 
ble or better than the conventional MFCC features for speech 

processing applications ( Athineos and Ellis, 2007; Ganapathy 

et al., 2014 ). 
Both AM and FM components are essential for exact re- 

construction of the original signal. Perceptual studies also 

assert that FM component is important for human percep- 
tion of speech signals, especially in noisy conditions ( Wolfe 
et al., 2009; Won et al., 2014; Zeng et al., 2005 ). However, 
the FM component has received lesser prominence than the 
AM component in mainstream speech processing. This could 

be due to the inevitable phase wrapping problem associated 

with the computation of FM component, or the analytic phase 
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