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a b s t r a c t

A hydrogeological dataset often includes substantial deviations that need to be inspected. In the present
study, three outlier identification methods – the three sigma rule (3r), inter quantile range (IQR), and
median absolute deviation (MAD) – that take advantage of the ensemble regression method are proposed
by considering non-Gaussian characteristics of groundwater data. For validation purposes, the perfor-
mance of the methods is compared using simulated and actual groundwater data with a few hypothetical
conditions. In the validations using simulated data, all of the proposed methods reasonably identify out-
liers at a 5% outlier level; whereas, only the IQR method performs well for identifying outliers at a 30%
outlier level. When applying the methods to real groundwater data, the outlier identification perfor-
mance of the IQR method is found to be superior to the other two methods. However, the IQR method
shows limitation by identifying excessive false outliers, which may be overcome by its joint application
with other methods (for example, the 3r rule and MAD methods). The proposed methods can be also
applied as potential tools for the detection of future anomalies by model training based on currently
available data.

� 2017 Elsevier B.V. All rights reserved.

1. Introduction

A groundwater model is an abstract of a real system, which is
commonly used to estimate or predict various phenomena regard-
ing the physical and chemical states (Anderson and Woessner,
1992; Mercer and Faust, 1980; Solomatine and Ostfeld, 2008). A
calibration step (in a physically based model) or training (in a data
driven model) based on observations enables a groundwater model
to have predictive capabilities. The measured data used in this step
should capture the full variability and the frequency of the targeted
system responses. However, a hydrogeological dataset often
includes substantial deviations with a minor amount of points ter-
med ‘‘outliers” (Hawkins, 1980; Barnett and Lewis, 1994; Helsel
and Hirsch, 2002; William et al., 2002; Liu et al., 2004; Maimon
and Rockach, 2005). In this sense, the representativeness of the
measurements is an important factor for the quality of the predic-
tions by a groundwater model.

Statistically, outliers are defined as data that have a low proba-
bility of being consistent with other data and potentially mask the
actual characteristics of the data. The outliers are commonly
caused by two problems with the hydrogeological data: (1) erro-
neous data measurements, transmission, or transcription and (2)
local deviations from the major data generating processes over a
limited time. Incorporating the outliers into statistical analyses
without using caution may lead to incorrect interpretations of
the physical or chemical state of the groundwater (William et al.,
2002; Helsel and Hirsch, 2002; Gibbons and Coleman, 2001;
Hodge and Austin, 2004; Zar, 2007). However, an observation that
appears to be a potential outlier may provide non-negligible infor-
mation that accounts for the variability of the groundwater state.
Consequently, the identification and the relevant treatment of
potential outliers in measurements are essential for a dataset to
be representative, which, in turn, allows a groundwater model to
be more accurate in the prediction of long-term state changes
(Liebetrau, 1979; Hirsch et al., 1982, 1991; Hirsch and Slack,
1984; Helsel and Hirsch, 2002; Maimon and Rockach, 2005;
Morton and Henderson, 2008; Khaliq et al., 2009; Moyer et al.,
2012).
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The outliers have been evaluated through several methods that
could be categorized into two groups of graphical and statistical
tests (Rousseeuw, 1984; Hodge and Austin, 2004; Barnett and
Lewis, 1994). In both approaches, the residuals between the data
and the corresponding estimations are used to construct a criterion
for making a decision about whether the data point is an outlier or
a normal data point. In the relatively simple approach using graph-
ical tests, probability plots such as P-P or Q-Q plots and box-and-
whisker plots have been extensively used (Rousseeuw et al.,
1999; Zar, 2007). Additionally, as another graphical test, the resid-
ual versus fit plot is constructed to identify the outliers on the basis
of residual variance (Zar, 2007). However, since all graphical-based
tests do not allow hypothesis testing, the interpretations and eval-
uations of the outliers are inevitably subjective. In addition, it has
been reported that the graphical methods are difficult to apply in
cases with multiple outliers (Maimon and Rockach, 2005).

The approach based on statistical inference is an objective alter-
native to the aforementioned graphical approach by allowing
hypothesis testing on outlier distributions. For the purpose of out-
lier identifications on the basis of measurements, Chauvenet’s cri-
terion, Grubbs’ test, Peirce’s criterion, Dixon’s test, and Rosner’s
test have been generally used when the tests commonly rely on
an assumption of Gaussianity for diagnostics (Dixon, 1953;
Grubbs, 1969; Hawkins, 1980; Gibbons, 1994). When there are dis-
cernible trends and outliers as in groundwater measurements,
robust regression methods can be employed as trend estimators
to obtain residuals less affected by outliers. The Theil-Sen (TS),
least median square (LMS), and least trimmed square (LTS) estima-
tors are the frequent options (Rousseeuw, 1984; Rousseeuw and
Leroy, 1987; Gibbons, 1994; Helsel and Hirsch, 2002). In the outlier
identification methods, it is commonly assumed that the residuals
are from independent and identical Gaussian distributions (Hodge
and Austin, 2004), which may not be appropriate in accounting for
the frequency and variability of groundwater data (Hirsch et al.,
1982).

The majority of conventional outlier identification methods are
proposed to be compatible with Gaussian groundwater state data,
and it is difficult to be effectively extended to account for the vari-
ability of data, which often are non-Gaussian. This shortcoming
justifies the development of alternative outlier identification
methods for groundwater state data. In the current study, outlier
identification methods are proposed based on the common meth-
ods of interquartile range (IQR), median absolute deviation (MAD),
and three sigma (3r) rules, which address data showing non-
Gaussianity where the ranges of the normal data are defined from
ensemble estimations. It is frequently reported that an ensemble of
multiple estimations can improve prediction qualities (Brown
et al., 2005). In the validations, simulated groundwater level data
showing non-Gaussian statistical distributions are employed to
evaluate the proposed methods, and the applications of the meth-
ods are discussed based on the results. In addition, to test the prac-
ticality of the developed methods, groundwater level
measurements from an actual monitoring well are acquired and
analyzed.

2. Method development

As criteria for the separation of normal data from outlying data,
three different improved methods are proposed that are based on
the 3r rule, IQR rule, and MAD. Comparing the methods in their
conventional form, the 3rmethod is not fully sufficient in the out-
lier identification of the groundwater state data because the
method is limited by assuming a Gaussian data distribution while
the data is often non-Gaussian. For the purposes of outlier identi-
fication in the groundwater state data, the conventional IQR and

MADmethods are more appropriate as they take advantage of non-
parametric statistics (i.e., the quartile and median) instead of para-
metric measures (e.g., the mean, variance, etc.).

The proposed modification allows the prediction to be based on
multiple statistical estimations from the resampling of observed
data rather than from the observations only. Therefore, the pro-
posed outlier identification methods in this study must be com-
bined with the ensemble method based on random resampling of
observed data, such as bagging (bootstrap aggregating) or subag-
ging (subsampled bootstrap aggregating). In the conventional out-
lier identification methods listed above (3r, IQR, and MAD),
increasing or decreasing trends in time-series data are not explic-
itly considered because statistical tests for outliers are conducted
based on observed data that are often limited in number. In the
modified methods proposed in the present study, a statistical anal-
ysis based on a large number of trend estimations from resampled
observations are carried out, and a general trend in the time-series
data can be effectively drawn. Additionally, based on the proposed
methods, the asymmetric statistical dispersion of the observed
data along major trends can be addressed by adopting the non-
parametric statistics from the ensemble of the estimated trend
from resampling, which enables the proposed methods to identify
outliers even for highly skewed non-Gaussian data.

In the following sections, an example of the ensemble regres-
sion method employed in this study is briefly explained, and then
three modified outlier identification methods based on the ensem-
ble estimations are described in detail.

2.1. Ensemble regression estimator

The groundwater state time-series D = [(t1, y1), � � �, (tn, yn), � � �,
(tN, yN)] is set as the training information observed at a monitoring
well where tn is an explanatory (or independent) variable of a mea-
sured time, yn is a response (or dependent) variable of either a
qualitative or quantitative groundwater state observed at tn, and
N is the total number of observations. Linear regression has been
often adopted to explain and estimate temporal changes in the
groundwater state over long periods of time. In the present study,
linear regression is also adopted as a key estimator of the ground-
water state change while the application to the problem is differ-
ent from the conventional methods.

It is well understood that diversity among the estimations pro-
motes the prediction accuracy in ensemble approaches (Brown
et al., 2005). Therefore, in this study, a limited number (Ns) of data
are resampled (i.e., subsampled, Ns < N) from the training data (D)
without replacement, and estimations are made repeatedly from
the resampling based on the concept of subagging (Büchlmann
and Yu, 2002), where a small number of subsamples compared to
the sample size (N) is used to maximize the diversity of the estima-
tions. The number of Monte Carlo samplings of estimations, M, is
decided based on the consistency of the statistics, which have more
or less asymptotic characteristics with an increase inM. For consis-
tency purposes, a sufficiently large number, M = 5000, is used in
this study. In the estimation of the weight vector of every subsam-
ple (xMLE, maximum likelihood estimation of weights), the ordi-
nary least squares (OLS) method is employed by assuming
residuals of subsamples around their optimal trend with Gaussian
distribution as

xMLE ¼ ðATAÞ�1
ATy; ð1Þ

where A is the design matrix, superscript T indicates the trans-
posed matrix, and y is a set of response variables. Notice that the
assumption of a Gaussian distribution of individual subsamples
does not necessarily result in a Gaussian distribution in the ensem-
ble of the Monte Carlo results.

136 J. Jeong et al. / Journal of Hydrology 548 (2017) 135–144



Download English Version:

https://daneshyari.com/en/article/5771217

Download Persian Version:

https://daneshyari.com/article/5771217

Daneshyari.com

https://daneshyari.com/en/article/5771217
https://daneshyari.com/article/5771217
https://daneshyari.com

