
Accepted Manuscript

Combining fast inertial dynamics for convex optimization with Tikhonov
regularization

Hedy Attouch, Zaki Chbani, Hassan Riahi

PII: S0022-247X(16)30803-4
DOI: http://dx.doi.org/10.1016/j.jmaa.2016.12.017
Reference: YJMAA 20956

To appear in: Journal of Mathematical Analysis and Applications

Received date: 30 July 2016

Please cite this article in press as: H. Attouch et al., Combining fast inertial dynamics for convex optimization with Tikhonov
regularization, J. Math. Anal. Appl. (2017), http://dx.doi.org/10.1016/j.jmaa.2016.12.017

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to our customers we are
providing this early version of the manuscript. The manuscript will undergo copyediting, typesetting, and review of the resulting
proof before it is published in its final form. Please note that during the production process errors may be discovered which could
affect the content, and all legal disclaimers that apply to the journal pertain.

http://dx.doi.org/10.1016/j.jmaa.2016.12.017


COMBINING FAST INERTIAL DYNAMICS FOR CONVEX OPTIMIZATION
WITH TIKHONOV REGULARIZATION.

Hedy Attouch
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Abstract

In a Hilbert space setting H, we study the convergence properties as t → +∞ of the trajectories of the second-order
differential equation

(AVD)α,ε ẍ(t) +
α

t
ẋ(t) +∇Φ(x(t)) + ε(t)x(t) = 0,

where ∇Φ is the gradient of a convex continuously differentiable function Φ : H → R, α is a positive parameter, and
ε(t)x(t) is a Tikhonov regularization term, with ε(t) positive, and limt→∞ ε(t) = 0. In this damped inertial system,
the damping coefficient α

t vanishes asymptotically, but not too quickly, a key property to obtain rapid convergence of
the values. In the case ε(·) ≡ 0, this dynamic has been highlighted recently by Su, Boyd, and Candès as a continuous
version of the Nesterov accelerated gradient method. Depending on the speed of convergence of ε(t) to zero, we analyze
the convergence properties of the trajectories of (AVD)α,ε. We obtain results ranging from the rapid convergence of
Φ(x(t)) to minΦ when ε(t) decreases rapidly to zero, up to the strong convergence of the trajectories to the element
of minimum norm of the set of minimizers of Φ, when ε(t) tends slowly to zero. When ε(t) = 1

tr , the critical value of
r separating the two above cases is r = 2.
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1. Introduction

Throughout the paper, H is a real Hilbert space which is endowed with the scalar product 〈·, ·〉, with ‖x‖2 = 〈x, x〉
for x ∈ H. Let Φ : H → R be a convex differentiable function. We consider the convex minimization problem

min {Φ(x) : x ∈ H} , (1)

whose solution set S = argminΦ is supposed to be nonempty. We aim at finding by rapid methods the element of
minimum norm of the closed convex set S. To that end, we study the asymptotic behaviour (as t → +∞) of the
trajectories of the second-order differential equation

(AVD)α,ε ẍ(t) +
α

t
ẋ(t) +∇Φ(x(t)) + ε(t)x(t) = 0, (2)

where α is a positive parameter, and ε(t)x(t) is a Tikhonov regularization term. Throughout the paper (unless
otherwise stated), we assume that

(H1) Φ : H → R is convex and differentiable, its gradient ∇Φ is Lipschitz continuous on bounded sets.

(H2) S := argminΦ 
= ∅.

(H3) ε : [t0,+∞[→ R
+ is a nonincreasing function, of class C1, such that limt→∞ ε(t) = 0.
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