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A large amount of detailed data about bridge conditions andmaintenance actions are buried in bridge inspection
reports without being used. Information extraction and data analytics open opportunities to leverage this wealth
of data for improved bridge deterioration prediction and enhanced maintenance decision making. This paper
proposes a novel ontology-based, semi-supervised conditional randomfields (CRF)-based information extraction
methodology for extracting information entities describing existing deficiencies and performedmaintenance ac-
tions from bridge inspection reports. The ontology facilitates the analysis of the text based on content and do-
main-specific meaning. The proposed semi-supervised CRF simultaneously captures the dependency structures
as well as the distributions of labeled and unlabeled data in a concave machine-learning function. It learns
from a small set of fixed labeled data and, at the same time, dynamically adapts itself to unseen instances by fur-
ther learning from a large set of unlabeled data for both reduced human effort and high performance. The pro-
posed algorithm achieved an average precision, recall and, F-1 measure of 94.1%, 87.7%, and 90.7%, respectively.

© 2017 Elsevier B.V. All rights reserved.
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1. Introduction

Bridges are one of themost important components of the U.S. trans-
portation system. However, the nation's bridges are agingwith an aver-
age age of 42 years [1], and are deteriorating with a functionally-
obsolete rate of 14% and a structurally-deficient rate of 10% [2]. The crit-
ical conditions of our national bridges pose great threats to public safety
and economicwell-being. For instance, the collapse of the I-35WMissis-
sippi River Bridge – one of about 600 bridge failures that occurred in the
U.S. between 1989 and 2013 – alone killed 13 people and injured 145 in
2007 [3]. A $20.5 billion annual investment in the construction and
maintenance of bridges is needed to eliminate the nation's bridge defi-
cient backlog by 2028,while only $12.8 billion is being invested current-
ly [1]. Bridge maintenance, repair, and rehabilitation (MR&R) is the key
to maintain and improve the conditions of our national bridges. Bridge
MR&R decisions, to a great extent, depend on bridge deterioration pre-
diction [4–7].

However, existing bridge deterioration prediction models and tech-
niques (e.g., [4,6–9]) are limited in supporting well-informed bridge
MR&R decision making, because they have focused on utilizing only a
limited set of abstract data [e.g., National Bridge Inventory (NBI) data,
which describe bridge conditionsmainly by condition ratings]. Such ab-
stract data, although very useful, are not sufficient, because they lack de-
tailed descriptions of bridge conditions andmaintenance history, which

limits the ability for deficiency-based and maintenance action-based
predictions and for learning from these data to inform MR&R decision
making. On the other hand, a large amount of data – about bridge con-
ditions and maintenance actions – are buried in textual bridge inspec-
tion reports and are not utilized. According to the Federal Highway
Administration (FHWA), bridge owners are unable to convert the
“mountain” of inspection data in bridge inspection reports into effective
maintenance decisions [5]. Bridge inspection reports contain a massive
amount of technically-detailed data about the types, onset times, and
severities of bridge deficiencies, and the methods, costs, durations,
and effectiveness levels of bridge maintenance actions. Such critical
data about bridge deficiencies and maintenance actions are much be-
yond what can be found in NBI data, and are thus expected to improve
the ability to predict bridge deterioration.

As such, there is a need for information extraction (IE) methods that
can automatically recognize and extract data/information – about
bridge conditions andmaintenance actions – from unstructured textual
bridge inspection reports, and represent the extracted data/information
in a structured format that is ready for further data analytics. However,
automated IE from bridge inspection reports – compared to other IE ef-
forts such as IE frombuilding codes (e.g., Zhang and El-Gohary [10]) and
social media text (e.g., Ritter et al. [11]) – is challenging because of two
main reasons. First, compared to building codes, bridge inspection re-
ports are highly variable in terms of text characteristics and patterns,
because they are typically written by many different writers/inspectors
from various local, state, and federal agencies. Existing rule-based (e.g.,
[12–16]) and supervised machine learning (ML)-based (e.g., [17,18]) IE

Automation in Construction 81 (2017) 313–327

⁎ Corresponding author.
E-mail addresses: kliu15@illinois.edu (K. Liu), gohary@illinois.edu (N. El-Gohary).

http://dx.doi.org/10.1016/j.autcon.2017.02.003
0926-5805/© 2017 Elsevier B.V. All rights reserved.

Contents lists available at ScienceDirect

Automation in Construction

j ourna l homepage: www.e lsev ie r .com/ locate /autcon

http://crossmark.crossref.org/dialog/?doi=10.1016/j.autcon.2017.02.003&domain=pdf
http://dx.doi.org/10.1016/j.autcon.2017.02.003
mailto:gohary@illinois.edu
http://dx.doi.org/10.1016/j.autcon.2017.02.003
http://www.sciencedirect.com/science/journal/09265805
www.elsevier.com/locate/autcon


methods would, thus, require an unaffordable amount of human effort
for developing a comprehensive set of representative pattern-
matching-based rules or annotated training data, in order to capture
the variability in text patterns. Second, compared to social media text,
on one hand, bridge inspection reports exhibit domain-specific unique-
ness that involves high levels of technical detail and complex concept
identification and relationship association (i.e., identifying complex
technical concepts about bridge elements, deficiencies, and mainte-
nance actions, etc., and their associated relations). On the other hand,
because of the technical criticality of the extracted data/information,
high performance in both precision and recall is required for automated
IE from bridge inspection reports. Existing semi-supervised ML-based
(e.g., [19–22]) and unsupervised ML-based (e.g., [23–26]) IE methods
cannot dealwith such complexities and variabilities with high precision
and recall performance.

To address these challenges, this paper proposes an ontology-based,
semi-supervised conditional random fields (CRF)-based IE methodolo-
gy for extracting information about bridge conditions andmaintenance
actions from bridge inspection reports. The proposed IE methodology
utilizes the semantics of a bridge domain ontology to assist in analyzing
the text in bridge inspection reports based on content and domain-spe-
cific meaning. A novel semi-supervised CRF-based IE methodology is
proposed. It allows for (1) simultaneously capturing the dependency
structures and distributions of labeled and unlabeled data in a concave
machine-learning function, and (2) dynamically adapting itself to un-
seen instances by further learning from a large set of unlabeled data –
in addition to learning from a small set of fixed labeled data. This
helps to deal with the complexities and variabilities of the text, with
both reduced human effort and high IE performance. The proposed
methodology was evaluated in extracting information entities about
existing deficiencies, performed maintenance actions, and their related
attributes from 11 bridge inspection reports collected from different
state Departments of Transportation (DOTs).

2. Background

IE is an automated process that aims to recognize and extract infor-
mation of a particular class of entities, relations, or events from natural
language text [27,28]. Existing IEmethods can be classified into two pri-
mary categories: rule-based methods and ML-based methods [27–29].

2.1. Rule-based information extraction

Rule-based IE methods rely on hand-crafted pattern-matching-
based rules for guiding the recognition and extraction of target informa-
tion from unstructured textual data [29,30]. The pattern-matching-
based rules are constructed with syntactic and/or semantic text fea-
tures. Outside of the construction domain, many rule-based IE tech-
niques have been proposed (e.g., [12–14,16,31,32]). In the
construction domain, a limited number of research efforts have focused
on developing rule-based IEmethods to support various domain-specif-
ic tasks (e.g., [10,33–36]). For example, Zhang and El-Gohary [10] and
Zhou and El-Gohary [34] developed pattern-matching-based rules
with both syntactic and semantic features to extract building regulatory
information for automated compliance checking.

2.2. Machine learning-based information extraction

ML-based IE methods utilize ML algorithms to automate the extrac-
tion of information from text [29,30]. ML-based IE methods differ from
each other primarily based on the types of ML algorithms used. ML-
based IE methods are supervised, semi-supervised, or unsupervised.

2.2.1. Supervised machine learning-based information extraction
Supervised ML-based IE methods learn from labeled training data

how to extract information. A number of supervised ML algorithms

have been utilized in supporting IE, including decision trees [37], sup-
port vector machines [38], structural support vectormachines [39], hid-
den Markov models [40], maximum-entropy Markov models [41], and
CRF [42]. Among these IE methods, CRF has been widely recognized
for its suitability in supporting IE. This is because it: (1) is a graphical
model that offers a natural formalism for representing the dependency
structures of natural language [43]; (2) is a discriminative model that
captures conditional probabilities to allow for the exploration of a rich
set of interdependent features [43]; and (3) models conditional proba-
bilities globally to prevent label bias issues [42].

2.2.2. Semi-supervised machine learning-based information extraction
Semi-supervised ML-based IE methods learn from both labeled and

unlabeled data how to extract information. Existing semi-supervised
ML-based IEmethods have been proposed using bootstrapping strategy
(e.g., [19–22]), information-theoretic regularization (e.g., [44,45]), or
robust representations of unlabeled data as inputs (e.g., [46,47]). The
bootstrapping strategy relies on an iterative process of adding confi-
dently-extracted unlabeled data and re-training a ML model based on
thenewdataset [21]. Itmight be, thus, prone to noises and requires heu-
ristic determination of stopping criteria [48]. Information-theoretic reg-
ularization aims to regularize learning functions of labeled data through
minimizing the entropy of unlabeled data. The regularization process
results in a non-concave objective function [44]. Concavity is especially
important forML-based IE; otherwise, the IE performance could be neg-
atively affected by suboptimal initializations and only reaching to local
maxima. Robust representations of unlabeled data are achieved under
the cluster assumption, which assumes that if two data points lay in
the same cluster, they are likely to have a similar class label [45]. Utiliz-
ing the cluster assumption has been proven to be an effective way for
developing semi-supervised ML-based IE methods [49,50].

2.2.3. Unsupervised machine learning-based information extraction
Unsupervised ML-based IE methods learn how to extract informa-

tion, without learning from labeled training data. In the absence of la-
beled data, some unsupervised ML-based IE methods attempted to
group similar entities into a cluster merely based on similarities mea-
sured fromunlabeled text (e.g., [23–26]). Others also proposed to utilize
topic modeling methods, such as probabilistic latent semantic indexing
[51] and latent Dirichlet allocation [52], in order to dynamically cluster
similar entities (e.g., [53]). Because of the existence of statistical depen-
dencies between entities in natural language [43], without formally
representing and utilizing such dependencies revealed by labeled
data, unsupervised ML-based IE methods might be inclined to generate
incoherent clusters [54].

3. State of the art and knowledge gaps

There is a body of research efforts – inside and outside of the con-
struction domain – that have beenundertaken towards extracting infor-
mation from unstructured text. Despite their achievements, existing IE
methods are still limited in supporting automated IE from highly het-
erogeneous and complex text – such as that in bridge inspection reports.
Two primary knowledge gaps are identified.

First, there is a lack of IE methods that can simultaneously reduce
human effort and achieve high performance when extracting informa-
tion from highly heterogeneous and complex text. On one hand, most
of the existing IEmethods have taken a rule-based approach or a super-
vised ML-based approach. For example, almost all IE efforts in the con-
struction domain have used rule-based IE methods (e.g., [10,33,34,
55]). Rule-based and supervised ML-based IE methods might be able
to address the heterogeneity and complexity of text and thus achieve
high IE performance by learning from a large set of representative ex-
amples, but they require a high amount of human effort. This is because
such IE methods involve a highly human-intensive process for develop-
ing IE rules (in the case of rule-based IE) or annotating training
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