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a b s t r a c t 

The evaluation of subjective data is a very demanding task. The classification of the information gath- 

ered from human evaluators and the possible high noise levels introduced are ones of the most difficult 

issues to deal with. This situation leads to adopt individuals who can be considered as experts in the 

specific application domain. Thus, the development of Expert Systems (ES) that consider the opinion of 

these individuals have been appeared to mitigate the problem. In this work an original methodology for 

the selection of subjective sequential data for the training of ES is presented. The system is based on 

the arrangement of knowledge acquired from a group of human experts. An original similarity measure 

between the subjective evaluations is proposed. Homogeneous groups of experts are produced using this 

similarity through a clustering algorithm. The methodology was applied to a practical case of the Intel- 

ligent Transportation Systems (ITS) domain for the training of ES for driving risk prediction. The results 

confirm the relevance of selecting homogeneous information (grouping similar opinions) when generating 

a ground truth (a reliable signal) for the training of ES. Further, the results show the need of consider- 

ing subjective sequential data when working with phenomena where a set of rules could not be easily 

learned from human experts, such as risk assessment. 

© 2018 Elsevier Ltd. All rights reserved. 

1. Introduction 

The practice of Knowledge Engineering ( Van Do, Le Thi, & 

Nguyen, 2018 ) has become a very useful approach to solve complex 

problems that require a high level of human expertise. This disci- 

pline involves integrating knowledge into computer systems which 

emulates the decision-making ability of a human expert in a spe- 

cific domain. The systems in charge of achieving these tasks are 

the Expert Systems (ES) ( Agarwal & Goel, 2014 ). 

The building, maintaining and development of ES ( Djamal et al., 

2017 ) are mainly based on the interaction between the knowledge 

engineer and the domain expert ( Yau & Sattar, 1994 ). The devel- 
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opment of a reliable ES requires a deep understanding and a good 

representation of the knowledge of the domain expert. 

In most of the cases, the knowledge representation is based on 

a set of rules (a production system) that ease the explanation of 

the decision-making made by the inference engine ( Wick & Sla- 

gle, 1989 ). These rules are build from the knowledge acquired from 

human experts with the application of Machine Learning tech- 

niques (such as Neural Networks ( Lin & Zhang, 2012 ), Deep Learn- 

ing ( Wei, He, Chen, Zhou, & Tang, 2017 ), Decision Trees ( Sriram 

& Yuan, 2012 ), Fuzzy Logic ( Wang, Lee, & Ho, 2007 ), Bayesian 

methods ( WenBin, XiaoLing, YiJun, & Yu, 2010 ), Genetic Algorithms 

( Daza et al., 2011 ), among others). 

Knowledge acquisition is a process which aims to extract 

knowledge, experience and problem-solving procedures from one 

or more domain experts. Several techniques have been proposed 

for a correct knowledge acquisition (see Hua, 2008 for a com- 

plete review). Nevertheless, there are several problems that must 

be considered when acquiring knowledge from human experts 

( Gaines, 1987 ): 

• Experts may not be able to express their knowledge in a struc- 

tured way. 
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• Experts may not be aware of the significance of the knowledge 

they have used. 
• The expressed knowledge may be irrelevant, incomplete or not 

understandable. 

In some cases, depending on the field of application, it may 

be easier to extract the knowledge from human experts through a 

continuous scale. This is the case of the risk assessment, where the 

knowledge could be acquired in a predefined scale (e.g. from 0, no 

risk, to 100, maximum risk). Here, the knowledge of the experts 

is gathered in form of subjective sequential data ( Prelec, 2004 ) 

and could be treated as time series for its study and integration 

(see, for instance, de Diego, Crespo, Siordia, Conde, & Cabello, 2011; 

de Diego, Siordia, Conde, & Cabello, 2011; Siordia, de Diego, Conde, 

& Cabello, 2011a ). 

However, the integration of several opinions into a unique 

ground truth (i.e. a reliable signal) is a hard-to-achieve task ( Liou 

& Nunamaker, 1990 ). Two different scenarios appear. The con- 

sideration of knowledge from too few experts could provide a 

ground truth with insufficient information. In contrast, the con- 

sideration of knowledge from too many experts could generate a 

noisy ground truth due to the appearance of possible contradic- 

tions between their evaluations ( Turban, 1991 ). Different statisti- 

cal approaches have been proposed in the past (see, for instance, 

meta-analysis methods in Brockwell & Gordon (2001) ). 

In this paper, it is presented a novel methodology for the se- 

lection of subjective sequential data for the training of ES. This 

methodology upgrades the previous approaches in the domain 

( Siordia, de Diego, Conde, & Cabello, 2014 ) focusing on the in- 

clusion of more experts. This increment of sources of informa- 

tion leads to produce heterogeneous and noisy evaluations that 

have to be arranged. A novel definition of similarity between ex- 

perts’ evaluations will be firstly presented here. In addition, in 

the previous method, the agreement between two or more eval- 

uations was enough to define a unique ground truth. However, 

in the present paper, all the homogeneous evaluations will be 

used. 

Delving into the main idea behind, the methodology consists of 

the arrangement of a set of evaluations acquired from human ex- 

perts through a hierarchical clustering technique. In this way, sim- 

ilarities between the evaluations of experts could be identified and 

grouped together, filtering the contradictions. The resulting groups 

(clusters) could be analyzed in order to select the most appro- 

priate ground truth labels ( Healey, 2011 ) for the training of the 

ES. 

The proposed methodology is a general purpose approach. Thus, 

it can be used in several domains where different human opin- 

ions should be managed. In this paper, the methodology is ap- 

plied to a practical case on the Intelligent Transportation Sys- 

tems (ITS) domain ( Alam, Ferreira, & Fonseca, 2016 ). It is focused 

on the characterization of risky or safe situations for the driving 

task. 

Regarding the experiments, three different have been consid- 

ered to illustrate the performance of the approach. First, an exper- 

iment has been developed using synthetic data for demonstrative 

purposes. The other experiments are based on the practical case 

presented above. Thus, they have been achieved using real driving 

risk evaluations made by experts from urban and interurban sce- 

narios respectively. 

The paper is organized as follows: Section 2 situates the ap- 

proach in the domain. Section 3 introduces the proposed method- 

ology, explaining in detail the similarity measures to evaluate sub- 

jective sequential data. Section 4 describes the practical case where 

the approach has been applied. Section 5 presents the achieved ex- 

periments and their most relevant results. Finally, Section 6 con- 

cludes and provides future lines of work. 

2. Related work 

The ES have been widely used for multiple purposes 

( Wagner, 2017 ). They are systems that are able to exhibit features 

associated with human intelligence (e.g. problem solving or rea- 

soning) ( Hodson, 2018 ). They have a common architecture based 

on two main modules: a domain dependent knowledge database 

and the inference mechanism. Examples of them are Attwell, Leask, 

Meyer, Rokkas, and Ward (2017) or Meza-Palacios et al. (2017) . 

The architecture of the ES presented here comprehends both 

modules. The knowledge base is acquired from traffic experts that 

evaluate the behavior of drivers, while the inference mechanism 

is built applying similarity measures and unsupervised learning 

techniques. 

Delving into these unsupervised learning techniques, clustering 

(see, for instance, Aggarwal, 2015 ) is an initial and fundamental 

step in data analysis. It has as a main goal to reveal a natural par- 

tition of data into a number of meaningful subclasses or clusters. 

Clustering of sequential data differs from clustering of static fea- 

ture data mainly in how to compute the similarity between two 

data objects. 

In the presented approach, Agnes clustering algorithm has 

been selected. It is an agglomerative hierarchical clustering 

technique that provides real-time updating (see Kaufman & 

Rousseeuw, 2009 for a complete description). 

Regarding the characteristics of subjective sequential data 

(where sudden changes occur and where the key information is 

given by its trend), it is appropriated a piecewise representation 

of the data. Thus, a variety of algorithms to obtain a proper linear 

representation of sequential data have been proposed in the litera- 

ture (see, for instance, Keogh, Chu, Hart, & Pazzani, 2004; Lachaud, 

Vialard, & De Vieilleville, 2005; Zhu, Wu, & Li, 2007 ) 

Focusing on driving risk situations, there are multiple exam- 

ples of their characterization through the analysis of data collected 

on driving sessions. These approaches are usually focused on the 

study of the drivers behavior and how their acts affect to the driv- 

ing task. For instance, Cheng, Park, and Trivedi (2007) introduces 

an approach based on multi-perspective (several cameras record- 

ing the driver) in order to analyze the different body movements 

(mainly head and hands). In the case of Malta, Miyajima, Kitaoka, 

and Takeda (2011) , it is oriented to identify the frustration and the 

different emotions of the driver and how these emotions affect to 

the driving task. These systems are related to the approach pre- 

sented in this paper. Both examples use cameras to identify the 

movements of the driver, though in our case the face expressions 

are not considered. 

Other studies have their key topic in learning from specific 

risk situations identifying patterns. For example, Wang, Zhu, and 

Gong (2010) has as a main purpose to infer the safe or danger- 

ous actions achieved by drivers using time series and unsupervised 

learning. In this case, the presented approach could be considered 

as one of this type of systems. 

There are similar approaches that evaluate specific tasks of 

the driver and not only the hands or the facial expressions. 

The pressures exerted on the break and throttle pedals are 

also interesting parameters to evaluate. Examples of these are 

Sathyanarayana, Boyraz, and Hansen (2008) , that is oriented to 

route paths recognition and Rakha, El-Shawarby, and Setti (2007) , 

which addresses the behavior of driver in intersections. 

Delving into the behavior of drivers, multiple theoretical mod- 

els have been developed. They can be classified into: taxonomic 

models and functional models. The firsts usually produce descrip- 

tive classifications of certain elements of traffic based on a con- 

text. They can be decomposed into features-based models ( Bone 

& Mowen, 2006 ) and task-analysis models ( Fastenmeier & Gstal- 

ter, 2007 ). The second ones can be organized into mechanical 
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