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1. Introduction 

Neighborhood includes a group of data points, which are locally similar to each other, being defined 
according to their local inter-relationships in a database (İnkaya et al., 2015). One of the main features 
of data mining is analysis of the data and their categorization in similar groups by a precise 
examination of the neighborhood features of the data. Neighborhood is a criterion to make precise 
neighborhood models by changing the data tendencies towards similar categories. Similarity, here it 
refers to the intrinsic dependency inside the data and automatic connection of similar sets of data.In 
other words, neighborhood for each set of data is defined in terms of similarity and connection among 
the data in such a way that the obtained precision can satisfy the current challenges for data mining in 
different areas. In fact, the purpose is to discover the hidden information and the interconnections in the 
current data and to predict the unclear or unobserved cases. 

The k-Nearest Neighbor(k-NN) is one of the most commonly used algorithms in defining 
neighborhood's data (graph-based) and clustering them, according to the Euclidean distance. First, it 
decides to select the similar data sets. Then, the clusters are determined(Qin et al., 2018). Although this 
algorithm is simple and effective, determining neighborhood in this algorithm depends only on the 
distance and geometric location of the points, and statistical rules are not considered. Meanwhile, 
parameter k has an important role in defining neighborhood(Stork et al., 2001, Maillo et al., 2017,Pan et 

al., 2015, Güney & Atasoy, 2012,Mohammadi et al., 2015, García-Pedrajas et al., 2017). 
The simple epsilon ( ) method determines neighborhood according to a small radius and the 

parameter of epsilon distance (Pedrycz, 2010). In this area of neighborhood, the data are clustered 
based on parameter of epsilon. If an inappropriate parameter is selected, the efficiency epsilon of the 
approach will be decreased. Therefore, this method lacks a strong and precise neighborhood structure. 
In this method, if the value of the selected epsilon is small, the concerned point in the assigned radius 
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Neighborhood construction models are important in finding connection among the data points, which 

helps demonstrateinterrelations among the information. Hence, employing a new approach to find 

neighborhood among the data points is a challenging issue. The methods, suggested so far, are not 

useful for simultaneous analysis of distances and precise examination of the geometric position of the 

data as well as their geometric relationships. Moreover, most of the suggested algorithms depend on 

regulating parameters including number of neighborhoods and limitations in fixed regions.The purpose 

of the proposed algorithm is to detect and offer an applied geometric pattern among the data through 

data mining. Precise geometric patterns are examined according to the relationships among the data in 

neighborhood space. These patterns can reveal the behavioural discipline and similarity across the data. 

It is assumed that there is no prior information about the data sets at hand. The aimof the present 

research study is to locate the precise neighborhood using Apollonius circle, which can help us identify 

the neighborhood state of data points. High efficiency of Apollonius structure in assessing local 

similarities among the observations has opened a new field of the science of geometry in data mining. 

In order to assess the proposed algorithm, its precision is compared with the state-of-the-art and well-

known (k-Nearest Neighborand epsilon-neighborhood) algorithms. 
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