
 

Accepted Manuscript

An Efficient Denoising Framework using Weighted Overlapping
Group Sparsity

Ahlad Kumar, M.Omair Ahmad, M.N.S. Swamy

PII: S0020-0255(18)30356-6
DOI: 10.1016/j.ins.2018.05.001
Reference: INS 13629

To appear in: Information Sciences

Received date: 10 October 2017
Revised date: 28 April 2018
Accepted date: 1 May 2018

Please cite this article as: Ahlad Kumar, M.Omair Ahmad, M.N.S. Swamy, An Efficient Denois-
ing Framework using Weighted Overlapping Group Sparsity, Information Sciences (2018), doi:
10.1016/j.ins.2018.05.001

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service
to our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and
all legal disclaimers that apply to the journal pertain.

https://doi.org/10.1016/j.ins.2018.05.001
https://doi.org/10.1016/j.ins.2018.05.001


ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

An Efficient Denoising Framework using Weighted Overlapping Group Sparsity

Ahlad Kumar, M.Omair Ahmad, M.N.S. Swamy

Department of Electrical and Computer Engineering, Concordia University, Montreal, QC H3G 1M8 Canada

Abstract

In group sparse signal applications, components within each group experience different scales of magnitude. This

is due to the fact that the components of each group exhibit a large, but not isolated range of values. In this paper,

weights are introduced to balance the different scales of the components within each group. These added weights

improve the accuracy and the stability of the reconstruction. The proposed method, weighted overlapping group

sparsity (WOLGS), uses the weighted L2 norm within each group and the L1 norm across the groups. It is observed

that the introduction of weights in convex and non-convex penalty functions produces smaller root mean square errors

(RMSE) of the reconstructed signal when compared to the case of not using weights. The method is extended to

image denoising using only weighted convex penalty function and an improved quality of the reconstructed image is

evaluated using BRISQUE, SSIM and PSNR. Furthermore, the proposed algorithm produces a RMSE smaller than

that of the two state-of-the-art methods, which do not use overlapping group sparsity (OLGS).
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