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Abstract

Knowledge extraction from data streams has attracted attention in recent years due to its wide range of applications,
including sensor networks, web clickstreams, and user interest analysis. Concept drift is one of the most important
research topics in data stream mining. Many algorithms that can adapt to concept drift have been proposed. However,
most of them specialize in only one type of concept drift and can rarely be used in the environments with a large num-
ber of unavailable sample labels. In this study, we propose a new data stream classifier called knowledge-maximized
ensemble (KME). First, supervised and unsupervised knowledge are leveraged to detect concept drift, recognize re-
current concepts, and evaluate the weights of ensemble members. Second, the preserved labelled instances in past
blocks can be reused to enhance the recognition ability of the candidate member. The final decision for an incoming
observation is derived from all the prediction results of the component classifiers. Accordingly, the maximum utiliza-
tion of the relevant information in a data stream can be achieved, which is critical to models with limited training data.
Third, KME can react to multiple types of concept drift by combining the mechanisms of online and chunk-based en-
sembles. Finally, we compare KME with eight state-of-the-art classifiers on several synthetic and real-world datasets.
The comparison demonstrates the effectiveness of KME in various types of concept drift scenarios.
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1. Introduction

1.1. Motivation

In today′s information society, traditional data mining algorithms need to learn from a huge amount of data by
means of restricted memory. These algorithms normally require multiple scans of training data, which is unsuitable
for mining high-speed data streams [13]. The widespread dissemination of streaming data in many critical real-time
tasks has led to a wide range of attention focused on streaming models. Due to the generation speed and the size
of data items, it is impossible for streaming models to store the entire observations. Only limited knowledge can be
used at each time step, which leads to approximate results. The motivation of this study is to make the results of
incremental learning and bath processes as similar as possible by maximizing the usage of relevant knowledge in data
streams.

In addition to the overwhelming volumes and high speed, concept drift is an evident characteristic of streaming
data. In many real-world applications, the assumption of a fixed data distribution is not truly maintained, thus making
most traditional algorithms infeasible. Past observations may become irrelevant or even harmful for the current
concept. Therefore, refining or even rebuilding of models is required to remove the obsolete knowledge. Moreover,
if the old data are helpful for the current model in the future, then their necessary information should be stored
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