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a b s t r a c t

The success of kernel-based learning methods is heavily dependent on the choice of a ker-
nel function and proper setting of its parameters. In this paper, we optimize the Gaussian
kernel for binary-class problems by using centered kernel polarization criterion. This crite-
rion is an extension of kernel polarization and a simplified style of centered kernel align-
ment. Compared with formulated kernel polarization criterion, the proposed criterion
has a defined geometrical significance, and it can locate the global optimal point with less
influence of threshold selection. Furthermore, the approximate criterion function can be
proved to have a determined global minimum point by adopting the Euler–Maclaurin for-
mula under weaker conditions. In addition, taking the preservation of within-class local
structure into account, we present an evaluation criterion named local multiclass centered
kernel polarization in multiclass classification scenario. Comparative experiments are con-
ducted on some benchmark examples with three Gaussian kernel based learning methods
and the results well demonstrate the effectiveness and efficiency of the proposed quality
measures.

� 2015 Elsevier Inc. All rights reserved.

1. Introduction

Kernel-based learning methods, such as support vector machine (SVM) [27], kernel principal component analysis (KPCA)
[23]. and kernel linear discriminant analysis (KLDA) [19], provide high performance for solving a wide range of different
problems in machine learning community. These methods work by mapping the input data into a high-dimensional feature
space and then build linear algorithms in the feature space to implement nonlinear counterparts in the input space. The key
to the success of kernel methods is the incorporation of the ‘‘kernel trick’’ which computes a kernel function as the inner
product between each pair of points in the feature space without computing their images directly. Thus these kernel meth-
ods combine the advantages of linear and non-linear classifiers in terms of efficient training time, elegant compatibility with
high-dimensional data.

It is reasonable to hope that the mapped classes in the feature space possess a better linear separability compared with
that obtained in the input space for a classification task. However, the classification performance of kernel methods can be
even worse than that of their linear counterparts in the original input space when the kernel functions are not well chosen
[33]. So whether kernel methods behave well largely depends on their adopted kernel functions. It is well known that the
choice of the kernel function is a challenging problem.
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In the literatures, kernel selection is usually tackled by cross validation and leave-one-out method. These two methods
are data-independent, but they both suffer heavy computational complexity. To remedy this problem, in the context of
SVM, some upper bounds on the generalization error have been proposed [6,7,11]. Of these bounds, the radius-margin bound
is most commonly used in practice. However, it still requires the whole learning process for evaluation like cross validation
and leave-one-out method.

In order to obtain a better computation efficiency, many universal data-dependent kernel evaluation measures have been
derived by optimizing the measure of data separation in the feature space. Based on Fisher discrimination criteria, Refs.
[28,31,33] proposed different approaches to optimize the kernel parameters. However, the use of Fisher criteria tends to give
undesired results if samples in some class form several separative clusters, especially for the case of multimodally dis-
tributed data [25]. By using the measure called ‘‘alignment’’, Ref. [9], for the first time proposed a kernel target alignment
criterion to optimize the kernel function. This criterion can measure the similarity between two kernel matrices or the
degree of agreement between a kernel and a given target function. Beginning with kernel target alignment, many measure-
ment criteria have been derived for kernel selection, such as kernel polarization [2], feature space based kernel matrix eval-
uation measure [20] and local kernel polarization [29].

Basically, kernel target alignment is the most commonly used efficient kernel measure criterion. Some researchers found
that the sensitivity of kernel target alignment in case of uneven class distribution will drop drastically [14]. Refs. [8,20]
showed a kernel matrix with a low kernel alignment value may have a very good performance. This means having a very
high kernel target alignment is only a sufficient condition, but not a necessary condition, for kernel function to be a good
one for a given task [20]. Therefore, Ref. [8] proposed a new criterion, centered kernel alignment, to modify kernel tar-
get alignment by adopting the notion of centering in the feature space. In addition to giving a simple concentration bound
for centered kernel alignment, the existence of good predictors for kernel with high alignment both for classification and for
regression has been shown. By this criterion, a steepest ascent approach based on forward stagewise additive method has
been presented for multiple kernel learning. The approach achieves good performance across a variety of real-world data
sets without discretizing the space of base kernels [1]. Multiple kernel clustering based on centered kernel alignment has
also been proposed [18].

Recently Ref. [34] proposed an efficient Gaussian kernel optimization method, which works by maximizing the formu-
lated kernel target alignment (in fact, it is the formulated kernel polarization). The contribution of this work lies in obtaining
a differentiable objective function having a determined minimum point. More remarkably, the approximate analytical solu-
tion of the formulated criterion can be obtained by using the Euler–Maclaurin formula. Furthermore, the optimization has
been solved with high computation efficiency by using a Newton-based algorithm with a unique starting point to locate
the best local minimum compared with the searching procedure in [28]. However, the objective function curve of alignment
value depending on the kernel parameter on some data sets monotonically increases very slowly when the parameter is
greater than the optimal parameter, and then the selected parameter may be dependent on the threshold values of the
search algorithm. Besides, the proof of having a determined global minimum point for approximate formulated criterion
was obtained under strong constraint conditions.

We propose an effective surrogate measure based on kernel polarization, namely, centered kernel polarization. The
approximate criterion function can be proved to have a determined global minimum point for two-class pattern classifica-
tion tasks under weaker constraint conditions than those in [34]. We note that the proposed criterion is similar to the
Hilbert–Schmidt Independence Criterion (HSIC) [13], which is a practical criterion for independence test in the context of
independent component analysis (ICA). In this paper, we mainly tune the Gaussian kernel parameter on the basis of centered
kernel polarization, and study the analytic properties and geometrical significance of the proposed criterion as well. In addi-
tion, based on the works in [29,30], we put forward a new multiclass evaluation criterion named local multiclass centered
kernel polarization by taking the local structure preservation into account.

The rest of this paper is organized as follows. Section 2 gives a short description of some properties of Gaussian kernel and
three criteria, namely, kernel target alignment, kernel polarization and centered kernel alignment. Section 3 discusses the
continuous differentiability of the formulated centered kernel polarization and proves that the approximate criterion func-
tion has a determined global minimum point. In addition, by exploring the relationship among the centered kernel polariza-
tion criterion and two other off the shelf kernel evaluation measures, the geometric meaning of the proposed criterion is
revealed. Section 4 describes the proposed local multiclass evaluation criterion in detail. Experimental results are presented
in Section 5.

In this paper, all analyses are based on Gaussian kernel function. In the following, K denotes a kernel function, capital-case
boldface symbols are used for matrices, < �; � > denotes a dot product, and < �; �>F denotes a Frobenius inner product.

2. Preliminaries

2.1. The Gaussian kernel for classification

Recently, the use of kernel functions in machine learning and data mining community has received considerable atten-
tion. The kinds of kernel K we will be interested in are such that for all samples xi and xj, where xi; xj 2 X � Rm, and X is the
input space:
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