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a b s t r a c t 

In multi-label learning, each sample is related to multiple labels simultaneously, and attribute space of 

samples is with high-dimensionality. Therefore, the key issue for attribute reduction in multi-label data 

is to measure the quality of each attribute with respect to a set of labels. Stimulated by fuzzy rough set 

theory, which allows different fuzzy relations to measure the similarity between samples under different 

labels. In this paper, we propose a novel fuzzy rough set model for attribute reduction in multi-label 

learning. Different from single-label attribute reduction, a bottleneck of fuzzy rough set for multi-label 

attribute reduction is to find the true different classes’ samples for the target sample, which deeply af- 

fects the robustness of fuzzy upper and lower approximations. We first define the score vector of each 

sample to evaluate the probability of being different class’s sample with respect to the target sample. 

Then, local sampling is leveraged to construct a robust distance between samples. It can implement the 

robustness against noisy information when calculating the fuzzy lower and upper approximations under 

the whole label space. Moreover, multi-label fuzzy rough set model is proposed, and some related prop- 

erties are discussed. Finally, the significance measure of a candidate attribute is defined, and a greedy 

forward attribute selection algorithm is designed. Extensive experiments are carried out to verify the ef- 

fectiveness of the proposed algorithm by comparing it with some state-of-the-art approaches on eight 

publicly available data sets. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

Traditional supervised learning handles tasks that every in- 

stance has only one label, namely single-label learning. In plentiful 

practical applications, however, every instance is possibly related 

to multiple labels simultaneously, such as text classification [2] , au- 

tomatic scene categorization [4] , music emotions annotation [46] , 

and gene function prediction [59] . For example, a news may be- 

long to economy, sport, and entertainment [2] ; an image may be 

related to a set of semantic classes, such as countries, trees, and 

sunrises [4] ; and a music associates with relaxing and happy [46] . 

As we know, thousands or even tens of thousands of attributes 

are stored in multi-label data [52] , and some attributes may be 

irrelevant and/or redundant, which usually degrade the perfor- 

mance of multi-label classification learning algorithms. Therefore, 

multi-label learning is also affected by the curse of dimensionality 

[32,54,61,63] . 
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Attribute reduction, also called feature selection, is an im- 

portant pre-processing step for multi-label classification learning 

which can mitigate the curse of dimensionality [15,30,61,63,69] . 

Therefore, some attribute reduction algorithms [25] are designed 

to improve the classification performance via selecting an opti- 

mal attribute subset from original attribute space. Moreover, at- 

tribute reduction can keep most useful information of data set, 

maintain the physical meaning of attribute, and give better read- 

ability and interpretability of classification model. Generally, at- 

tribute reduction techniques can be classified into supervised, 

semi-supervised, and unsupervised methods. In the supervised 

technique [44] , the relevance of an attribute can be evaluated 

by its correlation with the label, such as Fisher score [8] , ReliefF 

[37] , and mutual information [26,29] . Unsupervised attribute re- 

duction generates the pseudo labels before executing feature selec- 

tion [45,51,67,68] . Semi-supervised attribute reduction [5] is with 

the so-called small-labeled-sample problem, in which the amount 

of data that is unlabeled can be much larger than the amount 

of labeled data. Furthermore, multi-label attribute reduction also 

could be mainly divided into three groups: filter, wrapper, and em- 

bedded [40,42,43,50] . Filter utilizes some measure criteria to sort 
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conditional attributes or select some informative attributes [38,58] . 

Wrapper uses the predictive accuracy of a predetermined learning 

algorithm to measure the quality of selected attributes [13] . Em- 

bedded combines classifier to design attribute reduction in a sin- 

gle optimization process [14] . In which, the filter method is widely 

used in attribute reduction, due to its simplicity and interpretabil- 

ity. In addition, a number of filter models are proposed based on 

different evaluation criteria of attributes, such as dependency [7] , 

neighborhood dependency [17] , and fuzzy dependency [9,10] in 

different rough set models; mutual information [26,29] in informa- 

tion theory; and sample margin [56] in statistical learning theory, 

respectively. 

As we know, fuzzy systems have been successfully used in 

many domains [36,70] , including pattern classification, optimiza- 

tion, and machine learning. Due to the favorable properties of 

fuzzy systems, the scope of intelligent technical applications based 

on soft-computing methods is continuously expanding. As a result, 

the use of fuzzy system and fuzzy set, as intelligent system com- 

ponents, is also growing. These methods can be roughly classified 

into three main categories [27,28,48,58] : (1) Some methods tackle 

the definition of the number of fuzzy sets via describing each at- 

tribute (granularity); (2) Some methods define the distribution of 

fuzzy sets which used in partitions; (3) Some methods define the 

number of fuzzy sets and their distribution together. 

Rough set theory, originally proposed by Pawlak [35] , also 

has been widely applied in attribute reduction and rule learning 

[6,7,23,27,28,58] . However, the classical rough set model could not 

work effectively on the hybrid attributes. Therefore, many exten- 

sive models of rough set, such as neighborhood rough set (NRS) 

[17] , and fuzzy rough set (FRS) [20,47,53] , have been introduced to 

handle with this problem. Especially, fuzzy rough set theory pro- 

vides an important theoretical tool for attribute reduction [21,31] . 

In the framework of fuzzy rough set, the fuzzy upper and lower 

approximation operators are defined based on a fuzzy similarity 

relation. In which, the upper approximation of a given sample is 

calculated by the distance between the given sample and its near- 

est hit sample. Reversely, the lower approximation of a given sam- 

ple can be calculated by the distance between the given sample 

and its nearest miss sample. Finally, as an evaluation metric, the 

fuzzy dependency is used to select attribute subset. 

For fuzzy rough set, the core work of existing attribute reduc- 

tion methods concentrates on two aspects [24,49,55] : (1) Optimize 

fuzzy similarity relation; (2) Construct robust distance. For the first 

aspect, Wang et al. [48] introduced a parameterized fuzzy rela- 

tion to granulate fuzzy relation of samples and used fuzzy de- 

pendency membership as a key evaluation criterion to select op- 

timal attributes. Zeng et al. [57] developed a novel fuzzy similar- 

ity relation through incorporating a new hybrid distance in hy- 

brid information system. Hu et al. [16] employed various kernel 

functions to construct kernelized fuzzy relations between samples 

to extend fuzzy relations of the classical fuzzy rough sets model. 

Zhang et al. [64] proposed diverse fuzzy relations based on differ- 

ent types of attributes to measure the similarity between samples. 

For the second aspect, several robust fuzzy rough set models have 

been put forward to enhance the robustness of the classical FRS, 

due to the classical fuzzy rough set is related to the distance be- 

tween a given sample and its nearest miss sample. Consequently, 

the FRS model is sensitive to noise samples, which astricts their 

practical applications. Existing robust FRS models can be roughly 

classified into two groups: in the first group, samples are consid- 

ered as noisy samples which locate around classification bound- 

ary, such as β-precision fuzzy rough set ( β-PFRS) [11] , probabilistic 

variable precision fuzzy rough set (P-VP-FRS) [1] , soft fuzzy rough 

set (SFRS) [18] , k-trimmed fuzzy rough set (k-trimmed FRS) [19] , 

and data-distribution-aware fuzzy rough set (PFRS) [3] . In the other 

group, robust approximation operator is used to replace the mini- 

mum and maximum operators, such as k-median fuzzy rough set 

(k-median FRS) [19] , k-means fuzzy rough set (k-means FRS) [19] , 

and fuzzy variable precision rough set (FVPRS) [66] . 

In multi-label learning, there are three challenges which affect 

the performance of learning algorithms: (1) The integrality of label 

space, (2) the data are of high dimensionality, and (3) the relation- 

ship between samples is fuzzy and uncertainty. In which, the fuzzy 

and uncertainty denotes that two samples belong to the same 

group under one label but belong to different groups under other 

label. Therefore, in this paper, we propose a novel fuzzy rough 

set model to address these challenges in one shot. Recently, some 

multi-label attribute reduction methods based on fuzzy rough set 

have been presented and discussed, but their common character- 

istic is that these algorithms firstly transform multi-label data set 

into single-label data set [58,60] , and then execute attribute reduc- 

tion on single-label data set. In fact, these existing fuzzy rough set 

approaches ignore the integrality of label space, i.e., each sample 

belongs to several labels simultaneously. 

In this paper, the proposed fuzzy rough set model can use dif- 

ferent fuzzy relations to estimate the similarity between samples 

under different labels, and evaluate attributes on multi-label data 

directly. In order to exactly calculate the lower and upper approx- 

imation operators of multi-label fuzzy rough set, the score vec- 

tors of samples under the whole label space is firstly used to find 

the true different classes’ samples with respect to a given target 

sample. Then, based on the advantages of ensemble learning, lo- 

cal sampling is employed to obtain more robust distance between 

the target sample and its nearest miss sample, which can solve the 

low separability of fuzzy similarity relation on high dimensional 

multi-label data. Finally, a multi-label fuzzy dependency function 

is defined, and a forward greedy attribute reduction algorithm is 

proposed to select optimal multi-label attribute subset. Extensive 

experiments are conducted to show the effectiveness of the pro- 

posed algorithm. The major contributions of the proposed model 

can be summarized as follows: 

• We use fuzzy rough set to address multi-label attribute reduc- 

tion, due to FRS can construct different fuzzy relations to esti- 

mate the similarity between samples with respect to different 

labels. 

• Different from existing multi-label attribute reduction methods 

based on fuzzy rough set, the proposed multi-label fuzzy rough 

set model can keep the integrality of label space, i.e., it is not 

need to transform multi-label data into single-label data. 

• For the proposed multi-label fuzzy rough set model, the score 

vector of sample is defined to find the true different classes’ 

samples with respect to the target sample, and local sampling is 

used to construct more robust lower and upper approximations. 

The rest of this paper is structured as follows. Section 2 intro- 

duces multi-label learning and fuzzy rough set. Then, we present 

the multi-label attribute reduction algorithm based on fuzzy rough 

set and report on experimental evaluations in Sections 3 and 4 , re- 

spectively. Finally, some conclusions are provided in Section 5 . 

2. Preliminaries 

2.1. Multi-label learning 

X ⊂ R 

d expresses a set of n samples, where a sample 

x i (i =1 , 2 , ··· ,n ) ∈ X denotes a d -dimensional feature vector ( x i 1 , x i 2 , 

���, x id ). Let L = { l 1 , l 2 , · · · , l m 

} be a set of m labels in multi-label 

learning. Assume a sample x i is labeled with a subset of L . If x i 
has label l j ( j =1 , 2 , ··· ,m ) , then y j = 1 ; Otherwise y j = 0 . Therefore, 

the label value of x can be depicted as a m -dimensional vector 

y = [ y 1 , y 2 , · · · , y m ] . 
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