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a b s t r a c t

The purpose of this letter is to investigate the stochastic stability for a class of discrete-time Markovian
jump delay neural networks with impulses and incomplete information on transition probability. By
using Lyapunov functionals, some new results are provided. The obtained results show that impulses can
stochastically stabilize an unstable discrete-time Markovian jump delay neural network. The obtained
results also show that the stability property of the impulse-free neural network can be retained even
under certain destabilizing impulses. Two examples together with their simulations are also presented to
show the effectiveness and the advantage of the obtained results.

© 2013 Elsevier Ltd. All rights reserved.

1. Introduction

In recent years, neural networks have attracted the interest
of many researchers due to the fact that they have numerous
applications in different areas such as signal processing, robotics,
associative memory, fault diagnosis and pattern recognition, see
Ahmad and Stamova (2008), Allegretto, Papini, and Forti (2010),
Chua and Yang (1988), Gopalsamy (2004), Ho, Liang, and Lam
(2006), Huang, Ho, andQu (2007), Kaslik and Sivasundaram (2011),
Kovacic (1993), Li and Shen (2010), Li, Shi, and Sun (2011), Li,
Wu, Feng, and Liao (2011), Liu, Wang, Liang, and Liu (2009), Lou
and Cui (2007), Mohamad (2001), Sakthivel, Raja, and Anthoni
(2011), Stamova and Ilarionov (2010), Syed Ali and Marudai
(2011), Tino, Cernansky, and Benuskova (2004), Wang, Liu, Yu,
and Liu (2006), Wu, Shi, Su, and Chu (2012), Xu, Chen, and Teo
(2010), Zhang (2011, 2012), Zhang and Chen (2008), Zhu and Cao
(2012), and the references therein. Meanwhile, considering the
stochastic neural networks with Markovian switching is of great
significance since this kind of neural networks is very appropriate
to model the neural networks subject to sudden environmental
changes, random variation in the network’s structures, changes
in the interconnections of neurons, etc. Recently, the analysis of
Markovian jump neural networks has attracted a great deal of
research interest, see, e.g., Huang et al. (2007), Kovacic (1993), Liu
et al. (2009), Lou and Cui (2007), Tino et al. (2004), Sakthivel et al.
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(2011), Syed Ali and Marudai (2011), Wang et al. (2006), Wu et al.
(2012), Zhu and Cao (2012). In a Markovian jump neural network,
the transition probabilities in the jumping process determine the
neural network’s behavior to a large extent. Asmentioned in Zhang
andBoukas (2009), obtaining the ideal information on all transition
probabilities is questionable or generally expensive. Thus it is
necessary to further consider the more general Markovian jump
neural networks with incomplete transition probabilities.

In the implementation of neural networks, time delays always
exist in the signal transmission among the neurons. The existence
of time delays may lead to oscillation or instability of the neural
networks. This is very harmful for the applications of neural
networks. At the same time, the states of electronic networks
are often subject to instantaneous changes and experience abrupt
changes at certain instants, which can be caused by frequency
change, switching phenomenon, or by the effect of some sudden
noise, i.e., impulsive effects are also likely to exist in the neural
networks (see, e.g., Sakthivel et al., 2011, Zhu & Cao, 2012).
The impulses will affect the dynamical behaviors of the neural
networks. Therefore, impulse effect and time delays should also
be taken into account when investigating the stability of neural
networks.

Though some results have been obtained for Markovian jump
delay neural networks with impulse effect recently, see, e.g.
Sakthivel et al. (2011), Zhu and Cao (2012). It is worth mentioning
that Sakthivel et al. (2011), Zhu and Cao (2012) pertain to
the stability analysis for continuous-time Markovian jump delay
neural networks with impulses. However, many phenomena are
described by discrete-time systems and in the fields of engineering
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especially the numerical simulation, the models always are
discrete-time systems (see, for instance, Costa & Fragoso, 1993,
Kaslik & Sivasundaram, 2011, Li, Wu et al., 2011, Liu et al., 2009,
Mohamad, 2001, Pan, Sun, & Zhao, 2008, Syed Ali &Marudai, 2011,
Wu et al., 2012, Xu et al., 2010, Zhang, 2012, Zhang & Boukas, 2009,
Zhang, Sun, & Feng, 2009). Therefore, discrete-time Markovian
jump delay neural networks have attracted the interest of some
researchers, see Liu et al. (2009), Syed Ali and Marudai (2011), Wu
et al. (2012) and the references therein. But notmuch attention has
been paid to discrete-timeMarkovian jump delay neural networks
with impulses.

Therefore, in the present letter, we will consider the stochastic
stability of discrete-time Markovian jump delay neural networks
with impulses and incomplete information on transition probabil-
ity. The Lyapunov functionals will be used to obtain some new re-
sults. The results we obtained show that an impulse-free neural
network, which is not stochastically stable, can be stochastically
stable under certain stabilizing impulses. We also obtain the sta-
bility criteria that show when the impulse-free neural network is
stochastically stable, then the stability property can be retained
even with destabilizing impulses if the time interval between the
nearest two impulses is appropriately large. It should be men-
tioned that the condition that the impulsive time interval is larger
than 2 or the time delay is not necessary in the main results.

This letter is organized as follows. In Section 2, we introduce
some basic definitions and notations. In Section 3, we get some
stochastic stability criteria for discrete-time Markovian jump
delay neural networks with impulses and incomplete information
on transition probability. Two examples together with their
simulations are also presented to illustrate the effectiveness and
the advantage of the proposed results. Finally, concluding remarks
are given in Section 4.

2. Preliminaries

Throughout this letter, if not explicitly stated, matrices are
assumed to have compatible dimensions. N denotes the set of
nonnegative positive integer numbers, i.e., N = {0, 1, 2, . . .}. Z+

denotes the set of positive integer numbers, R denotes the set of
real numbers. For matrixM , the notationM > (≥, <,≤)0 is used
to denote a symmetric positive definite (positive semidefinite,
negative, negative semidefinite) matrix. λmin(·), λmax(·) denote
the minimum and the maximum eigenvalue of the corresponding
matrix, respectively. ∥ · ∥ refers to the Euclidean vector norm.
E{·} stands for the mathematical expectation. I and 0 represent,
respectively, the identity matrix and zero matrix.

Consider the following discrete-time Markovian jump delay
neural networks with impulsive perturbations in a fixed complete
probability space.

x(k + 1) = A(r(k))x(k) + B(r(k))f (x(k))
+C(r(k))g(x(k − d)), k ≠ τj;

x(τj + 1) = D(r(τj))x(τj)
+E(r(τj))x(τj − d), j ∈ Z+

;

x(i) = ϕ(i), i ∈ J = {−d, −d + 1, . . . ,−1, 0},

(1)

where k ∈ N, x(k) = (x1(k), x2(k), . . . , xm(k))T ∈ Rm, {r(k), k ∈

N} is a discrete-time homogeneous Markov chain with finite
state space S = {1, 2, . . . , s}, A(r(k)), B(r(k)), C(r(k)),D(r(k)),
E(r(k)) (r(k) ∈ S) are known real constant matrices, they
represent the interconnection matrices representing the weight
coefficients of the neurons. d is a positive integer denoting the
constant delay time of the state in the system, f (x(k)) =

[f1(x1(k)), f2(x2(k)), . . . , fm(xm(k))]T and g(x(k−d)) = [g1(x1(k−

d)), g2(x2(k − d)), . . . , gm(xm(k − d))]T are the neuron activation
functions, f (0) = g(0) = 0, ϕ : J → Rm, τ0 = 0, {τj} ⊆ Z+ for
j ∈ Z+, 0 < τ1 < τ2 < · · · < τj < · · · , τj → ∞ for j → ∞.

Denote the state transition matrix by Π = (πij)i,j∈S, i.e., the
transition probabilities of {r(k), k ∈ N} are given by

Pr{r(k + 1) = j|r(k) = i} = πij for i, j ∈ S,

with πij ≥ 0 for i, j ∈ S and
s

j=1 πij = 1 for i ∈ S. The transition
probabilities are considered to be partially available, that is, some
elements in matrix Π are unknown. We will use π̂ij to denote the
unknown element πij ∈ Π .

Let |ϕ| = maxi∈J ∥ϕ(i)∥.
For convenience, for ∀i ∈ S, we denote

S(i)
k , {j : πij is known}, S(i)

uk , {j : πij is unknown},

P
(i)
k ,


j∈S(i)

k

πij.

We have the following assumptions:

(A1) the activation functions, fi(xi(k)), i = 1, 2, . . . ,m are
assumed to be bounded and there exist scalars ki, k̄i such that
for any α, β ∈ R, α ≠ β ,

ki ≤
fi(α) − fi(β)

α − β
≤ k̄i.

(A2) the activation functions, gi(xi(k − d)), i = 1, 2, . . . ,m are
assumed to be bounded and there exist scalars li, l̄i such that
for any α, β ∈ R, α ≠ β ,

li ≤
gi(α) − gi(β)

α − β
≤ l̄i.

Definition 1. The discrete-timeMarkovian jump delay neural net-
work with impulsive perturbations (1) is said to be stochastically
stable, if for every initial state (ϕ, r(0)), the following holds:

E


∞
k=0

∥x(k; ϕ, r(0))∥2
|ϕ, r(0)


< ∞.

3. Main results

Now, we consider the discrete-time impulsive Markovian
jump delay neural network (1) with incomplete information on
transition probability, we have the following results.

Theorem 3.1. Let µ ≥ 1, 0 < c < 1 be given constants. If there
exist symmetric positive definite matrices P(i) > 0 (i = 1, 2, . . . , s),
Qj > 0 (j = 1, 2, . . . , d),Hl = diag(hl1, hl2, . . . , hlm) > 0 (l =

1, 2), constant ζ ∈ Z+, such that the following inequalities hold for
all i ∈ S,

Ωi(j) =


Ω11 0 Ω13 AT (i)ΨijC(i)
⋆ −H2L2 − µQd 0 H2L1
⋆ ⋆ Ω33 BT (i)ΨijC(i)
⋆ ⋆ ⋆ −H2 + CT (i)ΨijC(i)

 < 0,

∀j ∈ S(i)
uk, (2)

whereΩ11 = AT (i)ΨijA(i)+Q1−µP(i)−H1K2, Ω13 = AT (i)ΨijB(i)+
H1K1,Ω33 = BT (i)ΨijB(i)−H1,Ψij =


l∈S(i)

k
πilP(l)+(1−P

(i)
k )P(j),

K1 = diag( k̄1+k1
2 ,

k̄2+k2
2 , . . . ,

k̄m+km
2 ), K2 = diag(k̄1k1, k̄2k2, . . . ,

k̄mkm), L1 = diag( l̄1+l1
2 ,

l̄2+l2
2 , . . . ,

l̄m+lm
2 ), L2 = diag(l̄1l1, l̄2l2, . . . ,
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