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Abstract

A two-channel convolutional neural network (including one shallow and one deep

channel) is proposed for the single image super-resolution (SISR). Most exist-

ing methods based on convolution neural networks (CNNs) for super resolution

have a shallow channel which easily loses the detailed information. And these

methods need preprocessing such as bicubic interpolation enlarging LR images

to the size of HR images, which may introduce new noises. Meanwhile, most

of them use only one fixed filter during the reconstruction. The proposed algo-

rithm solves the above problems, which is named shallow and deep convolutional

networks for image super-resolution (SDSR). First, the proposed method uses

two channels: shallow and deep channel. The shallow channel mainly restores

the general outline of the image. On the contrast, the deep channel extracts

the detailed texture information. Second, the proposed method directly learns

an end-to-end mapping between low-resolution (LR) and high-resolution (HR)

images, which doesn’t need hand-designed preprocessing. The upsampling of

the network by deconvolution is embedded in the two channels, which leads to

much more efficient and effective training, reducing the computational complex-

ity of the overall SR operation. Finally, during the last period of reconstruction,

the deep channel adopts multi-scale manner, which can extract both the short-

and long-scale texture information simultaneously. Our model is evaluated on

the different public datasets including images and videos. Experimental results

demonstrate that the proposed method outperforms the existing methods in

accuracy and visual impression.
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