
 

Communicated by Prof. Zhou Xiuzhuang

Accepted Manuscript

Geometric Mean Metric Learning for Partial Label Data

Yu Zhou, Hong Gu

PII: S0925-2312(17)31488-1
DOI: 10.1016/j.neucom.2017.08.058
Reference: NEUCOM 18859

To appear in: Neurocomputing

Received date: 27 February 2017
Revised date: 9 July 2017
Accepted date: 28 August 2017

Please cite this article as: Yu Zhou, Hong Gu, Geometric Mean Metric Learning for Partial Label Data,
Neurocomputing (2017), doi: 10.1016/j.neucom.2017.08.058

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service
to our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and
all legal disclaimers that apply to the journal pertain.

http://dx.doi.org/10.1016/j.neucom.2017.08.058
http://dx.doi.org/10.1016/j.neucom.2017.08.058


ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

Geometric Mean Metric Learning for Partial Label
Data I

Yu Zhou∗, Hong Gu

Faculty of Electronic Information and Electrical Engineering, Dalian University of
Technology, Dalian 116024, China

Abstract

Partial label learning (PLL) is a new weakly supervised learning framework

that addresses the classification problems, where the true label of each training

sample is concealed in a set of candidate labels. To learn from such weakly

supervised training data, the key is to disambiguate the ambiguous labeling

information. Because it is difficult to address by only focusing on the manipu-

lation in the label space, manifold structure among training data in the feature

space has gradually been exploited simultaneously to facilitate the disambigua-

tion process by researchers in recent years. However, the manifold structure is

commonly analyzed under an assumption that the samples close to each other

in the feature space will share identical labels in the label space, which may be

not correct in many real-world problems. In this paper, geometric mean metric

learning approach is employed to learn a distance metric for PLL problems such

that can maintain the aforementioned assumption correct in as many situations

as possible. It is significantly more challenging than the conventional setup of

distance metric learning because it is difficult to precisely identify whether a

pair of training samples belong to the same class. We propose an alternative

approach in which each training sample and its neighbor with shared candidate

label are taken as a similarity pair, and each training sample and its neighbor
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