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a b s t r a c t

Recurrent neurofuzzy networks have proven to be useful in identification of systems with unknown
dynamics when only input–output information is available. However, training algorithms for these
structures usually require also the measurement of the actual states of the system in order to obtain a
convergent algorithm and then obtain a scheme to approximate its dynamic behavior. When states are
not available and only input–output information can be obtained, the stability of the training algorithm
of the recurrent networks is hard to establish, as the dynamics is driven by the internal recurrent
dynamics of each connection. In this paper, we present a structure and an ultimately stable training
algorithm inspired by adaptive observer for black-box identification based on state-space recurrent
neural networks for a class of dynamic nonlinear systems in discrete-time. The network catches the
dynamics of the unknown plant and jointly identifies its parameters using only output measurements,
with ultimately bounded identification and parameter error. Numerical examples using simulated and
experimental systems are included to illustrate the effectiveness of the proposed method.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

In the literature, neural networks and fuzzy systems have been
intensively used as nonlinear static identifiers, based on their
approximation capabilities and reported training algorithms for
control, classification, clustering and identification problems [1–4].
Moreover, their combination into neurofuzzy networks has proved
to be a valuable architecture where the resultant structure can be
trained as a neural network, and the obtained parameters can be
interpreted [5].

When feedback connections occur within the structure, then
dynamic systems can be identified as well, resulting in the so-
called dynamical or recurrent neural networks (RNN) or simply
recurrent networks. When a neurofuzzy structure is considered,
they are called recurrent neurofuzzy networks (RNFN). One of the
very first approaches was given by [6] for learning trajectories.
Since then, recurrent networks have been reported with a wide
variety of complexity.

In earlier works, networks with feedback within the internal
layers for identification and control of nonlinear systems have

been proposed [4]. In [7] time-delay networks are reported and
used for identification, and [8] proposed fully recurrent networks,
where all layers are considered to be inputs. Networks such as
globally static-locally recurrent structures have been proposed by
[9,10] for identification, using neurons with linear filters in the
synapsis.

Algorithms such as Backpropagation-through-time [11] and
Real-time recurrent learning [8] have been used for network
training. However, these algorithms and structures tend to be
slow and lack stability analysis [12]. Training based on linear
approximations such as recursive-least-squares [13,14] and Kal-
man filters [15] have been reported and successfully applied.
However, the Kalman filter is known to have a difficult stability
analysis, so ellipsoidal methods have been reported instead [16].
Relying on the specific structure of the networks, [17,18,12]
guarantee stable training with a state-space structure, but need
the measurements of the actual states of the system, which may
not be available in some situations.

In this work, we propose a recurrent discrete-time neurofuzzy
network in state-space representation derived from the work
[19,20] that is in continuous-time. Motivated from research works
in adaptive observer design [21–23], the proposed network is
useful to model and identify a class of nonlinear systems using
only output measurements. The structure takes the advantage of
the approximation capabilities of neurofuzzy networks, and the
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training algorithm is based on nonlinear adaptive observers. To the
best of the authors' knowledge, few work has relied on the actual
conditions in which a system can be actually identified via input–
output measurements. Generally it is assumed such identification
scheme to be fulfilled and to exist, but the implications are not
further investigated. In this work we propose to take advantage of
the controllability and observability conditions needed to assume
that the input–output dynamics are contained in these signals to
propose a State-space Recurrent Neurofuzzy Network (SRNN). The
resulting network and the training algorithm can estimate equiva-
lent states of the system, in parallel with the parameter identifica-
tion, giving the required conditions for parameter convergence.

The rest of the paper is organized as follows: in Section 2 the
basic analysis of the problem and the class of systems to identify.
In Section 3 we present an identifier structure that trains and
identifies the input–output response of a class of nonlinear
systems exploiting controllability and observability conditions. In
this same section the boundness and convergence of the training
algorithm are discussed. Examples of the performance of the
neural identifier are shown in Section 4 by identifying a nonlinear
system and an experimental system. Finally, conclusions are
drawn in Section 5.

2. Problem statement

In the first place, consider a single-input–single-output system
in continuous time to be identified, defined by a mapping

yðtÞ ¼HðuðtÞÞ ð1Þ
given by the state-space equation

_x ¼ f ðxðtÞ;uðtÞÞ; yðtÞ ¼ hðxðtÞÞ; ð2Þ
where f : Rn �R-Rn and h : Rn-R are smooth and bounded
functions, xARn and y;uAR are the state and input–output
signals respectively. The problem to be addressed in this work is
to identify the input–output dynamics of the system (2) and
reconstruct them when little information of functions f and h is
available and only input–output information is available from the
mapping yðtÞ ¼ ĤðuðtÞÞ, while ðx;uÞ remains within a certain ball
Ω¼ fðx;uÞjJx�x0 JrΩx; Ju�u0 JrΩu;g �Rnþ1 with center
ðx0;u0Þ, as depicted in Fig. 1.

If the signals from the system (2), measured in an experimental
framework, are obtained with uniform sampling t ¼ kTs, with Ts
the sampling time, then a discrete-time representation of the
system (2) in the form can be expressed as

x½kþ1� ¼ f dðx½k�;u½k�Þ;
y½k� ¼ hdðx½k�Þ; ð3Þ
where f dðx½k�;u½k�Þ ¼ x½k�þTsf ðx½k�;u½k�Þ, hdðx½k�Þ ¼ hðx½k�Þ.

In order to reconstruct the dynamics of this system, not the
states themselves, in the first place it is necessary that the input u
(t) does affect the whole state xðtÞ, i.e. that the system is
controllable in the region of interest. In the second place, as the
dynamics are contained in the states, these must be reflected and
reconstructed from the measurement of the output y(t) and u(t), i.
e. that the system is observable.

So, the following assumptions are necessary in order to identify
the input–output dynamics Hð�Þ of the system:

Assumption 1. The system H in Ω:

(i) Is controllable and observable.
(ii) Is input-to-state stable in ðx;uÞAΩ.
(iii) f and h ACðΩÞ.1

So, when (3) complies with Assumption 1, then it belongs to
the class of nonlinear systems transformable to an output feedback
form via a diffeomorphism z¼ TðxÞ [22,24–26] into
z½kþ1� ¼ Az½k�þ f ðy½k�;u½k�Þ;
y¼ Cz; ð4Þ
with f ðy;uÞ smooth and (A, C) in observer canonical form

A¼ 0n�1

Iðn�1Þ�ðn�1Þ
01�ðn�1Þ

" #
; C ¼ ½1 01�ðn�1Þ�: ð5Þ

Notice that it is assured that the pair (A, C) is observable and
with a given form. As indicated in [22], T is fairly complex to
obtain; however, in the input–output identification presented in
this work, due to the controllability and observability conditions
required in the input–output identification problem, it is only
required to exist, not to be known or calculated.

Now, using the transformed system (4), if an output injection
Ly, LARn�1 is considered in the state equation of (4),

z½kþ1� ¼ Az½k�þ f ðy½k�;u½k�ÞþLy½k��Ly½k�
¼ Az½k�þ f ðy½k�;u½k�ÞþLy½k�; ¼ Az½k�þ f

nðy½k�;u½k�Þ;

y¼ Cz ð6Þ
then some designed stable dynamics can be set into matrix
A9A�LC, and the problem is now to identify the term
f
nðy½k�;u½k�Þ.
By the universal approximation theorem [27], for f n smooth

and bounded, then a neurofuzzy structure φðy½k�;u½k�;θÞ can
identify it with arbitrary precision. In this particular case, we
consider that the network is linearly parametrizable, so
φðy½k�;u½k�;θÞ ¼φðy½k�;u½k�Þθ. In this way, the main objective is to
find a parameter vector θn such that

f n ðy;uÞ�φðy½k�;u½k�;θÞ
��� ���oεη

where εη is the approximation error of the network, given the
capability of approximation given by [1]. In this sense, the
objective is now to find a discrete-time recurrent neural network
described by

η½kþ1� ¼ Aη½k�þφðy½k�;u½k�Þθη; ŷ½k� ¼ Cη½k�; ð7Þ
such that, by using only the input signal u½k� and output measure-
ment y½k�, it can generate a dynamic mapping u½k�-ŷ½k�, such that
suptZ0jŷ½k��y½k�j is minimized by tuning the network parameter
θη. Note that the matrix A is now defined as a design matrix
A9A�LC,

Remark 1. One of the main advantages of the structure (7) is that
it is only necessary to identify one function φð�; �Þ that depends on
(y,u), rather than identifying f and h in (3).

Now, given this structure, it is necessary to obtain an algorithm
and a neurofuzzy network that uses input–output measurements,
identifies the parameters θη and estimates the states η̂½k� as well

Fig. 1. Discrete-time identification process. 1 Here CðΩÞ represents the set of continuous functions.
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