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a b s t r a c t

In this paper, we propose a novel noise modeling framework to improve a representation based
classification (NMFIRC) method for robust face recognition. The representation based classification
method has evoked large repercussions in the field of face recognition. Generally, the representation
based classification method (RBCM) always first represents the test sample as a linear combination of the
training samples, and then classifies the test sample by judging which class leads to a minimum
reconstruction residual. However, RBCMs still cannot ideally resolve the face recognition problem owing
to the varying facial expressions, poses and different illumination conditions. Furthermore, these
variations can immensely influence the representation accuracy when using RBCMs to perform
classification. Thus, it is a crucial problem to explore an effective way to better represent the test
sample in RBCMs. In order to obtain a highly precise representation metric, the proposed framework first
iteratively diminishes the representation noise and achieves better representation solution of the linear
combination until it converges, and then exploits the determined ‘optimal’ representation solution and a
fusion method to perform classification. Extensive experiments demonstrated that the proposed
framework can simultaneously notably improve the representation capability by decreasing the
representation noise and improve the classification accuracy of RCBM.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Face recognition has achieved a great development in the past
few decades and has also caught the great attention from large
numbers of research groups [1–3]. However, face recognition suffers
from some difficulties, such as varying illumination conditions,
different poses, disguise and facial expressions [4–6]. A plenty of
face recognition algorithms have been designed to alleviate these
difficulties [7–9]. A novel method called the representation based
classification method (RBCM) is proposed for face classification.
RBCM exploits the training samples to represent the test sample,
and then utilizes the representation solution to classify the test
sample. The test sample can be classified as a member of the class
based on the minimum reconstruction residual [10,11]. The repre-
sentation based method has been widely applied to many fields
such as face recognition [12–15], palmprint recognition [16], signal
classification [17], image restoration [18], visual tracking [19].

The representation based classification method (RBCM) has
become a powerful and effective method in pattern recognition.
With the advancements of the l0-norm, l1-norm and l2-norm
minimization techniques, more and more representation based
methods for face recognition have been devised. Especially, the
sparse representation based classification methods are widely
applied to improve the robustness of face recognition [20,21].
The general idea of sparse RBCM is to represent the test sample by
exploiting a over-complete dictionary with a sparse constraint,
and then to use the sparse representation (or coding) solution to
perform final face classification. It is considered that the sparse
constraint plays an important role in accurately classifying the test
sample. Hereafter “sparsity” specifically refers to an expression of
the input signal as a linear combination of training samples and
many of the coefficients are zero or very close to zero.

The sparsest solution of RBCM can be obtained by exploiting the
sparse representation method with l0-norm minimization. It has
been demonstrated that solving the linear optimization problem
with l0-norm minimization is NP hard problem [1,11,21,22]. How-
ever, literatures [21–24] have certified that the solution obtained
by l0-norm minimization can be equivalent to the solution using
l1-norm minimization with enough sparsity. It should be pointed
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out that a RBCM named robust face classification via the sparse
representation classification (SRC) was proposed by Wright et al.
[1]. SRC first represents the test sample using all the training
samples and obtains the sparse solution based on l1-norm mini-
mization, and then classifies the test sample as a member of the
class which leads to the minimum reconstruction residual. SRC
performs very well in face recognition and its robustness and
discriminative capability have also been validated [11]. Although
SRC has greatly influenced face recognition and has been widely
studied, it still has some unsolved problems. For example, it cannot
perfectly address the negative effects from the variations of poses,
illumination conditions and facial expressions. Furthermore, the
algorithm of SRC usually is to iteratively solve the minimization
problem and thus it has very high time consuming. Many methods
have been proposed to obtain better performance by improving
SRC. For example, Deng et al. [25] proposed an extended SRC
scheme which applied an intraclass variant dictionary to represent
possible variation between the training samples and the test
sample. He et al. [26] proposed a two-phase test sample sparse
representation method to enhance the robustness and efficiency of
SRC. They first detect the outliers and noise in the face images to
learn a metric, and then use the metric to obtain a small subset and
finally perform the non-negative SRC. On the contrary, these
proposed methods also reflect the imperfection of SRC and these
variations from external environments still need to pay much
attention for SRC. Thus, overcoming these variations is still a
problem for researchers.

Most of literatures on the SRC emphasize the sparsity achieved
by l1-norm minimization constraint for face recognition. However,
there also exist disagreements. For example, literatures [14,27,28]
doubted the role of sparsity in RBCM with l1-norm minimization
constraint and demonstrated that the influence of the sparsity on
recognitionwas not so strong via lots of experiments. Shi et al. [28]
pointed out that the sparse approximation could not satisfy the
needs of robustness and required performance, and then proposed
to use simple l2-norm minimization to obtain more effective
classification. Zhang et al. [14] confirmed that the sparsity based
on l1-norm minimization based could not really make critical
differences in classification and then proposed an efficient RBCM
named collaborative representation classification (CRC) method
for face recognition. The mechanism of CRC employs l2-norm
minimization rather than l1-norm minimization to obtain repre-
sentation solution and the computational efficiency of CRC is
extremely higher than SRC with similar classification accuracy
[14]. Subsequently, many approaches based on l2-norm minimiza-
tion have been proposed. For example, Xu et al. [29] exploited the
scheme of RBCM to improve the nearest neighbor classifier (INNC).
Liu et al. [16] proposed a representation-based palmprint recogni-
tion method called the fusion classification method (FCM) based
on the representation residual by using a weighted sum of all the
training samples to replace the test sample, and then exploited the
fused representation result to conduct classification. Xu et al. [12]
proposed a semi-supervised two-step sparse representation clas-
sification based on the l2-norm minimization and achieved extra-
ordinarily high classification accuracy with much more efficiency.
Thus, it is confirmed that the RBCM implemented based l2-norm
minimization can also obtain impressive classification accuracy
with much high efficiency.

However, all these literatures related to RBCM above [8,10–
16,29] still ignore a very important fact that the test sample still
cannot be precisely represented exploiting the training samples
with variations and the representation noise cannot be directly
discarded. These methods [1,6,8,10–16,29] all assume that each
test sample could be represented by a linear combination of the
training samples. Nevertheless, this assumption is very hard to be
satisfied and representation noise is unavoidable during the

representation procedures. Furthermore, from the viewpoint of
linear algebra, if the dimensionality of the sample is larger than
the number of the training samples, a linear combination of the
training samples cannot precisely represent the test sample.
Literatures [25,26] both have a tendency to diminish or remove
the negative effects from the external environments and exploit
the uncontaminated face images for robust face recognition. To
this end, it is beneficial to eliminate or minimize the representa-
tion noise in the process of RBCM. The proposed framework is a
novel way to lower the side effects from variations and also
demonstrates that the significance of more precisely representing
the test sample is never more demand.

In this paper, we propose a novel framework of improving
RBCM to solve the problem of representation noise. In order to
more precisely obtain the linear combination of training samples,
x1; x2;…; xn, to represent the testing sample y, we first assume that
y¼ a1x1þa2x2þ⋯þanxnþsi where si is viewed as representation
noise. In order to obtain a minimum representation noise si, we
first iteratively minimize the representation noise and achieve
better representation solution of the linear combination until the
condition of convergence is reached, and then exploit the deter-
mined ‘optimal’ representation solution to perform effective
classification.

The remainder of this paper is structured as follows: we first
briefly review the existing related RBCMs in Section 2. In Section 3,
we present the proposed framework of NMFIRC. In Section 4, we
discuss the rationale of the proposed approach. In Section 5, the
proposed method is verified by performing extensive experiments
on several well-known face databases. Finally, we offer the
conclusion in Section 6.

2. Description of typical RBCMs

Suppose that there are n training samples, X ¼ ½x1; x2;…; xn�
from c classes and the number of the training samples in each class
is m. The testing sample is y. All the samples should be firstly
normalized to unit column vectors with the length of 1.

2.1. RBCM with l2-norm minimization

When it comes to the RBCM with l2-norm minimization
(RBCM2NM), collaborative representation classification (CRC)
[14] is the most representative method. It first determines a linear
combination of all the training samples to represent the testing
sample y. Thus, CRC assumes that the following equation is
approximately satisfied:

y¼ a1x1þa2x2þ⋯þanxnþsi ð1Þ
where y is the normalized unit testing sample vector and the ai
(i¼ 1;2;…;n) is the coefficient of xi. For convenient description,
we can rewrite Eq. (1) into the following equation:

y¼ Xα ð2Þ
where α¼ ½a1a2…an�T and x1; x2;…; xn and y are all column
vectors. The representation solution, α, can be represented by
solving l2-norm minimization problem:

α̂ ¼ argmin‖α‖2 s:t: y¼ Xα ð3Þ
We exploit the Lagrangian algorithm to obtain the solution of
Eq. (3) and the solution of α is to solve the l2-norm minimization
problem below:

argminð‖y�Xα‖2þμ‖α‖2Þ ð4Þ
where μ is a small positive constant. We can solve α by using
α¼ ðXTXþμIÞ�1XTy, where I is the identity matrix.
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