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a b s t r a c t

Slack variables are utilized in optimisation problems in order to build soft margin classifiers that allow for
more flexibility during training. A robust binary classification algorithm that is based on the minimisation of
the energy of slack variables, called the Mean Squared Slack (MSS), is proposed in this paper. Initially, the
algorithm is analysed for the linear case, where the minimummean squared slack is attained as a separating
vector. Next, the kernel trick is exploited to facilitate computation of non-linear separating hyperplanes. For
this paper, two kernels are tested, namely the radial basis function (RBF) and the polynomial kernel. In order
to ensure a time and memory efficient system that converges in a few iterations four strategies are applied
so as to withhold just a subset of feature vectors that are misclassified during training. Aiming to the
automatic optimisation of the kernel parameters a modern combination of particle swarm optimisation
(PSO) with artificial immune system (AIS) is tested. The aforementioned evolutionary methods are combined
in a parallel architecture. Four datasets of diverse nature are exploited for performance evaluation, namely
the iris, the SPECTheart, the vertebral column, and the wine quality datasets. Simulation experiments
demonstrate high classification accuracy in a number of benchmark datasets.

& 2014 Elsevier B.V. All rights reserved.

1. Introduction

Binary classification is a central problem in machine learning.
Boser et al. [1] were the first to use kernels to construct a non-
linear estimation algorithm, which is the hard margin predecessor
of Support Vector Machines (SVM) [2]. The substitution of kernels
for dot products transforms a linear geometric algorithm into a
non-linear one. This way, hyperplane classifiers evolved to SVMs
[3]. SVMs are binary maximum margin classifiers that try to find
the hyperplane which optimally separates the data. The feature
vectors at the margin are called support vectors and they define
the classifier's hyperplane. SVMs present the ability to generalize
well even with a limited number of training data. In this paper
we employ an SVM alternative which minimises the energy of
the slack variables directly, even though that solution may not
necessarily yield the maximum margin classifier.

With respect to applications, SVMs are commonly used for
example in bio-informatics and natural language processing. This
may be partially attributed to the fact that both fields deal with
high-dimensional problems, such as micro array processing tasks,

fault diagnosis, and categorisation. Additionally, SVMs have been
employed in a variety of applications including speech and speaker
recognition, emotion classification, e-learning, database market-
ing, intrusion detection, geo- and environmental sciences, finance
time series forecasting, and high energy physics.

Many of the aforementioned fields exploit non-linear SVMs.
Non-linear SVMs transform the feature space into a higher
dimensional one using a set of non-linear basis functions. Hope-
fully, in the higher dimension feature space the training feature
vectors may be separated linearly. An advantage of the SVM is that
it is not necessary to explicitly implement this transformation.
Instead a kernel representation can be used, where the solution is
written as a weighted sum of the values of certain kernel function
evaluated at the support vectors. Most recent methods exploit the
idea of constructing kernel algorithms where the starting point is
a linear criterion instead of a linear algorithm [3]. For example, a
linear criterion may be that two samples have identical means or
two random variables present zero covariance. Other alternatives
aim to improved scalability by utilizing parallel SVM (PSVM) [4].
Parallel SVMs loads only essential data to each machine, which
reduces memory use through performing a row-based, approx-
imate matrix factorisation. Additional recent theoretical advances
include the bounds generalisation based on Rademacher complex-
ity theory for model selection and error estimation [5]. Further-
more, probably approximately correct (PAC) Bayesian theory is
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utilized to compute a dimension-independent bound of the gen-
eralisation error [6].

This paper presents a binary classification algorithm which is
based on the minimisation of the energy of the slack variables.
A slack variable is defined as zero if the training feature vector is
classified correctly and as a small positive value if the training feature
vector is classified incorrectly. A maximum margin classifier, such as
an SVM seeks to put a soft penalty on the sum of the slack variables,
whereas in the approach presented in this paper we attack directly
the slack variables of the misclassified patterns. Since many patterns
may be classified incorrectly during training, four different strategies
are presented in this paper in order to sustain just a subset of the
aforementioned training feature vectors. This way time and memory
efficiency is achieved. The first strategy retains a subset of the
misclassified training feature vectors in a “first come-first kept”
approach, the second one retains those patterns in a stochastic
manner, the third aims to retain only the “worst” patterns, whereas
the final one sustains those patterns whose slack variables attain
values within a predefined range.

Next, the kernel trick is utilized in order to facilitate the
computation of non-linear separating hyperplanes. Specifically,
2 types of kernels are tested for this paper: the radial basis function
(RBF) kernel and the polynomial one. It is widely accepted that the
parameters which are related to the aforementioned kernels – that is
σ for the RBF kernel and power/offset for the polynomial kernel –
may have crucial influence on the classification efficiency. Obviously,
the optimal classification accuracy is obtained by optimal parameters
setting. Aiming to reach the best performing parameters in an
automatic manner, an evolutionary algorithm is employed. The
aforementioned algorithm is the combination of particle swarm
optimisation (PSO) [7] and artificial immune systems (AIS) [8]. The
combination is achieved in a manner of a parallel network. Specifi-
cally, in every iteration a pool of u memory cells is constructed and
their respective affinity (testing accuracy) is calculated. Best half u=2
of the memory cells are selected and given as input to PSO and AIS,
independently. Newmemory cells are produced by each evolutionary
algorithm and the best-performing of them are added to the memory
cell pool. Also, at each iteration random memory cells are generated
to ensure that the size of population is u. The evolutionary algorithm
terminates after a user-defined number of iterations. The proposed
approach is tested on four datasets of different nature to verify its
robustness using a 5-fold cross-validation experimental protocol.
High classification accuracy is achieved, 99.2% for the iris dataset,
80.140%, for the SPECTheart dataset, and 85.769% for the vertebral
column dataset.

In summary, our contributions are as follows:

� A novel binary classification algorithm is presented which
attacks the slack variables directly.

� It is demonstrated that in the linearly separable case the
minimum mean squared slack is attained at a separating vector.

� It is proven that the minimiser in the linearly non-separable
case is bounded, but not zero.

� The algorithm is an EM algorithm, so there is convergence, at
least in the local sense. Additionally, the evolutionary nature of
the parameter estimation algorithm facilitates the escape from
local minima. Moreover, one of the proposed strategies is based
on the stochastic selection of the subset which also aims at the
same direction.

� The algorithm is time and memory efficient since it converges
in just a few iterations.

� The algorithm is stable, regardless of the subset retainment
strategy that is employed.

� A hybrid evolutionary system is tested, as a parallel network of
PSO and AIS in order to select the kernel parameters in an
automatic manner.

� The algorithm proves to handle efficiently datasets of highly
diverse nature.

The rest of this paper is organized as follows. In Section 2 the
proposed algorithm is analysed. In Section 4 we extend from the
linear case to the kernel case and the subset retainment strategies are
detailed. The evolutionary algorithm for the automatic selection of
kernel parameters is detailed in Section 5. Experimental evaluation in
demonstrated in Section 6, whereas the presented results are
discussed in Section 7. Finally, conclusions are drawn in Section 8.

2. Mean squared slack minimisation

2.1. Problem formulation

Let us consider the classification task for a set of training data

X ¼ fðxðiÞ; tðiÞÞ ji¼ 1;…;Ng ð1Þ
where xðiÞARn is a feature vector, tðiÞAf�1;1g is the class label of
xðiÞ, and N is the size of X . The classification task is described as
the search for a proper weight vector w ARn and bias b that solve
the set of inequalities:

tðiÞyðiÞZγ; i¼ 1;…;N ð2Þ
where

yðiÞ ¼wTxðiÞþb ð3Þ
is the output of the classifier for pattern i.

In general, there may not exist any feasible solution for (2).
In this case, it is useful to define a slack variable ξðiÞ, associated
with pattern i,

ξðiÞ ¼maxfγ�tðiÞyðiÞ;0g ð4Þ
so that

ξðiÞ ¼ 0 iff tðiÞyðiÞZγ; ð5Þ

ξðiÞ40 iff tðiÞyðiÞ ¼ γ�ξðiÞoγ: ð6Þ
Thus, the slack variable is positive only for the misclassified

patterns, i.e. those with output y less than γ. Typically a maximum
margin classifier, such as an SVM, seeks to minimise the norm of
the weight vector w while putting a soft penalty on the sum of the
slack variables. Nevertheless, the computational complexity of the
resulting quadratic problem may be high.

An alternative approach would be to attack the slack variables
directly [9]. Since for misclassified patterns ξ is positive, we can, in
fact, define a whole family of cost functions of the form

Jp ¼ 1
2 E ξp ξ40

�� �� ð7Þ
where EfXjYg is the empirical average of the sequence X(i) under
condition Y:

E
�
X
��Y�¼ 1

NY
∑

all i where
Y is true

XðiÞ ð8Þ

and NY is the number of instances where Y is true. It is not difficult
to see that for p¼1 we obtain the Perceptron cost function J1
[10, Chapter 5].

Defining

S¼ fi : ξðiÞ40g; ð9Þ
to be the set of indexes of the patterns with positive margin we
obtain

Jp ¼
1

2jSj∑iA S
ξðiÞp:
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