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a b s t r a c t

In this paper, we consider the problem of the recognition of various kinds of orderings pro-
duced by graph searches. To this aim, we introduce a new framework, the Tie-Breaking
Label Search (TBLS), in order to handle a broad variety of searches. This new model is
based on partial orders defined on the label set and it unifies the General Label Search
(GLS) formalism of Krueger et al. (2011), and the ‘‘pattern-conditions’’ formalism of Corneil
and Krueger (2008). It allows us to derive some general properties including new pattern-
conditions (yielding memory-efficient certificates) for many usual searches, including BFS,
DFS, LBFS and LDFS. Furthermore, the new model allows easy expression of multi-sweep
uses of searches that depend on previous (search) orderings of the graph’s vertex set.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

A graph search is a mechanism for systematically visiting the vertices of a graph. It has been a fundamental technique in
the design of graph algorithms since the early days of computer science. Many of the early search methods were based on
Breadth First Search (BFS) or Depth First Search (DFS) and resulted in efficient algorithms for practical problems such as the
distance between two vertices, diameter, connectivity, network flows and the recognition of planar graphs, see [4].

Many variants of these searches have been introduced since, providing elegant and simple solutions to many prob-
lems. For example, Lexicographic Breadth First Search (LBFS) [19], and its generalization Maximal Neighbourhood Search
(MNS) [21] were shown to yield simple linear time algorithms for chordal graph recognition. More recently, Lexicographic
Depth First Search (LDFS), was introduced in [9] based on its symmetrical ‘‘pattern-condition’’ with LBFS. A few years after
its discovery it was shown that LDFS when applied to cocomparability graphs yields simple and efficient algorithms for
solving various Hamiltonian Path related problems [7,18,8].

Some recent applications of graph searches involve a controlled tie-break mechanism in a series of consecutive graph
searches, see [5,10,7,12]. Examples include the strongly connected components computation using double-DFS [20] and the
series of an arbitrary LBFS followed by two LBFS+s used to recognize unit interval graphs [5]. Note that a ‘‘+ search’’ breaks
ties by choosing (amongst the tied vertices) the vertex that is rightmost with respect to a given ordering of the vertices. This
motivates a general study of these graph searches equippedwith a tie-breakmechanism that incorporates suchmulti-sweep
usage of graph searches. This is the goal of the present paper: to define the simplest framework powerful enough to capture
many graph searches either used individually or in a multi-sweep fashion and simple enough to allow general theorems on
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graph searches. Building on the General Label Search (GLS) framework from [15] we not only simplify their model but also
unify their model with the ‘‘pattern-conditions’’ formalism of [9].

This paper is organized as follows. After basic notations and definitions in Section 2 Section 3 introduces the Tie-Breaking
Label Search (TBLS) formalism to address graph searches. We then illustrate the TBLS by expressing some classical graph
searches in this formalism.Wewill also show the relationship between our formalismand the ‘‘pattern-conditions’’ of search
orderings introduced in [9] thereby yielding some newpattern-conditions for various classical searches. In Section 5we turn
to theoretical issues involving TBLS including showing that the TBLS and GLSmodels capture the same set of graph searches.
We then propose algorithms for recognizingwhether a given ordering of the vertices could have been produced by a specific
graph search. Finally, in Section 7 we present a general TBLS implementation framework.

2. Preliminaries and notation

In this paper, G = (V , E) always (and sometimes implicitly) denotes a graph with n vertices and m edges. All graphs
considered here are supposed to be finite. We identify the vertex-set with {1, . . . , n}, allowing us to see a total ordering
on V as a permutation on {1, . . . , n}. Note that throughout the paper when we refer to an ordering on V , the ordering is
considered to be total.

We define a graph search to be an algorithm that visits all the vertices of a graph according to some rules, and a search
ordering to be the orderingσ of the vertices yielded by such an algorithm. The link between these twonotions is an overriding
theme of this paper. Vertex σ(i) is the ith vertex of σ and σ−1(x) ∈ {1, . . . , n} is the position of vertex x in σ . A vertex u is the
leftmost (respectively rightmost) vertex with property X in σ if there is no vertex v such that X(v) and v <σ u (respectively
u<σ v). Our graphs are assumed to be undirected, but most searches (especially those captured by TBLS) may be performed
on directed graphs without any modifications to the algorithm (if xy is an arc then we say that y is a neighbour of x while x
is not a neighbour of y).

The symmetric difference of two sets A and B, namely (A− B)∪ (B− A) is denoted by A△ B. Furthermore, N+ represents
the set of integers strictly greater than 0 and N+p represents the set of integers strictly greater than 0 and less than p.
P(N+) denotes the power-set of N+ and Pf (N+) denotes the set of all finite subsets of N+. By Sn we denote the set of all
permutations of {1, . . . , n}. For finite A ∈ P(N+), let umin(A) be: if A = ∅ then umin(A) = ∞ else umin(A) = min{i | i ∈ A};
and let umax(A) be: if A = ∅ then umax(A) = 0 else umax(A) = max{i | i ∈ A}. We always use the notation < for the
usual strict (i.e., irreflexive) order between integers, and≺ for a partial strict order between elements from Pf (N+) (or from
another set when specified). Definitions of most of the searches we will consider appear in [9] or [3].

3. TBLS, a tie-breaking label search

A graph search is an iterative process that chooses at each step a vertex of the graph and numbers it (from 1 to n). Each
vertex is chosen (also said visited) exactly once (even if the graph is disconnected). Let us now define a general Tie-Breaking
Label Search (TBLS) for search S; see Algorithm 1. It uses labels to decide the next vertex to be visited; label(v) is a subset of
{1, . . . , n}. A TBLS is defined on:

1. A graph G = (V , E) on which the search S is performed.
2. A strict partial order≺S over the label-set Pf (N+); (≺S encodes S, the specific search being described).
3. An ordering τ of the vertices of V called the tie-break permutation.

The output of TBLS(G,≺S, τ ) is a permutationσ ofV , called a TBLS−ordering or also the search ordering or visiting ordering
or S-ordering. Let us say a vertex v is unnumbered until σ(i) ← v is performed, and then i is its visiting date. As shown in
Algorithm 1, label(v) is always the set of visiting dates of the neighbours of v visited before v. More specifically labeli(v) for a
vertex v denotes the label of v at the beginning of step i. This formalism identifies a searchwith the orderings itmay produce,
as in [9], while extending the formalism of General Label Search (GLS) of [15] by the introduction of a tie-break ordering τ ,
making the result of a search algorithm purely deterministic (no arbitrary decision is taken). Note that nondeterministic
searching (where ties can be broken arbitrarily) can be achieved by setting τ to be an arbitrary permutation of {1, . . . , n}.

Algorithm 1: TBLS(G,≺S, τ )
foreach v ∈ V do label(v)← ∅;
for i← 1 to n do

Eligible← {x ∈ V | x unnumbered and @ unnumbered y ∈ V such that label(x) ≺S label(y)};
Let v be the leftmost vertex of Eligible according to the ordering τ ;
σ(i)← v;
foreach unnumbered vertex w adjacent to v do

label(w)← label(w) ∪ {i};
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