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A key problem in the management of data centers is how to provision virtual machines 
based on the available physical machines, because an optimized placement can lead to 
significant reduction in energy consumption. This problem can be formulated as bin 
packing with heterogeneous bin types, where the cost of a bin depends on how full it 
is. We prove that under suitable conditions, an extended version of the First-Fit-Decreasing 
heuristic delivers optimal results for this problem.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Data centers serve an ever-growing demand for compu-
tational power. The resulting growth in the energy con-
sumption of data centers has both huge environmental 
impact and huge costs [19]. Therefore, the energy-efficient 
management of data centers has received much attention 
in the last couple of years.

Hardware vendors have devised techniques to reduce 
the power consumption of resources that are idle or lightly 
loaded [2]. As a result, the power consumption of a server 
depends significantly on its load. For example, the power 
consumption of a HP ProLiant DL380 G7 server varies from 
280W (zero load) to 540W (full load) [10]. It is impor-
tant to take into account the power characteristics (i.e., 
how power consumption depends on the server’s load) 
when allocating workload on the servers. Most previous 
research assumed linear power characteristics [24], but 
some used more sophisticated power models, e.g., Hsu and 
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Poole found the function P (u) = Pidle +(P peak − Pidle) ·u0.75

to yield the most accurate results [11].
A key technology for enabling effective data center 

management is virtualization. In a virtualized data center, 
the applications are deployed in virtual machines (VMs), 
which are in turn deployed on physical machines (PMs). 
This way, multiple applications can co-exist on the same 
PM in an isolated manner. Through virtualization, the 
workload can be allocated on a few highly utilized PMs 
and other PMs can be turned off, resulting in significant 
savings in energy consumption. This leads to an impor-
tant optimization problem called the VM allocation problem: 
given the capacity and power consumption characteristics 
of the PMs and the load of the VMs, how to map the VMs 
on the PMs so that the overall energy consumption is min-
imal.

Several slightly different versions of the VM allocation 
problem have been addressed [16]. In many cases, the ob-
jective was to minimize the number of turned-on PMs as 
a proxy for energy consumption [3,20,22,23]. This is only 
an approximation though since the power consumption of 
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turned-on PMs can vary heavily. And with the advance-
ment of technology, the dynamic power range (i.e., the 
difference between maximum and idle power consump-
tion) of PMs is increasing.

In terms of the proposed algorithmic techniques, some 
works suggested exact methods but the majority applied 
heuristics. The proposed exact methods rely almost al-
ways on some form of mathematic programming (e.g., in-
teger linear programming) and off-the-shelf solvers [9,20]. 
Unfortunately, these approaches do not scale to practical 
problem sizes.

There is a natural connection between the VM alloca-
tion problem and bin-packing: VMs with their loads can 
be seen as items with given sizes that need to be packed 
into bins (PMs) of given capacity. On one hand, this proves 
that VM allocation is NP-hard. On the other hand, sev-
eral researchers suggested to adopt bin-packing heuristics 
like First-Fit, Best-Fit, First-Fit-Decreasing etc. to the VM 
allocation problem [4,14,25]. However, VM placement is in 
several ways more complex than bin-packing, so that the 
known approximation results concerning these algorithms 
on bin-packing [6,7] cannot be transferred to VM place-
ment; in other words, they remain heuristics the results of 
which can be arbitrarily far from the optimum [15,17,18].

Some relevant generalizations of bin-packing have also 
been considered, mainly from an approximation point of 
view. Epstein and Levin showed an asymptotic polynomial-
time approximation scheme (APTAS) for the problem in 
which different bin types are considered, each bin type is 
associated with a capacity and a cost, and the aim is to 
pack the items into a set of bins with minimum total cost, 
assuming that a sufficient number of bins are available 
from each type [8]. The problem that we are addressing 
now is more complex in the sense that the cost of a bin 
(its energy consumption) is not constant, but depends on 
how full it is. If each bin’s cost depends linearly on how 
full it is, and this linear function is the same for each bin, 
then it is easy to see that the problem admits an APTAS 
[17]. However, the problem in which the cost of different 
bins can be described by different and not necessarily lin-
ear functions (which is a more realistic model of the VM 
allocation problem), has to our knowledge not been ad-
dressed yet.

The hardness of bin-packing arises partly because ar-
bitrary sizes can appear in the input. Constraints on the 
allowed sizes can make the problem much easier. If the 
item sizes form a divisible series – i.e., for each pair of dif-
ferent item sizes, the smaller is a divisor of the larger – 
bin-packing can be solved optimally in polynomial time 
[5]. In this paper, we use a similar approach to devise a 
polynomial-time exact algorithm for the generalized prob-
lem in which the cost of bins depends on how full they 
are, under the assumption that the item sizes form a di-
visible series. This assumption is not too strict for VM 
allocation, because PM capacities and VM sizes are often 
powers of 2 [21], leading to divisible item size series.

The contributions of this paper are as follows:

• We address a version of the VM allocation problem, 
aiming to minimize total power consumption, where 
the power consumption of each type of PM is given 

by some function of its load. In contrast to previous 
works, we make only very light assumptions on these 
functions: they must be monotonously increasing and 
concave. These assumptions hold for example for the 
linear power consumption characteristics used by sev-
eral researchers [1,24] and also for the more sophisti-
cated power consumption characteristics proposed by 
Hsu and Poole [11]. Further, we assume that VM sizes 
form a divisible series. This assumption holds for ex-
ample if the VM sizes are all powers of two, which 
occurs frequently in practice, as reported by Shen et 
al. [21].

• We devise an algorithm called OptDiv for this prob-
lem. OptDiv is based on the First-Fit-Decreasing (FFD) 
heuristic, but FFD is oblivious of bin costs, so OptDiv 
extends it with informed decisions relating to power 
consumption.

• We prove that, under the given assumptions, OptDiv 
results in optimal total power consumption.

• OptDiv is very fast, in contrast to the proposed APTASs 
that are often not practical because of the huge con-
stants in their execution times [13].

2. Preliminaries

In the bin-packing problem, we are given a set of n
items with sizes s1 ≤ s2 ≤ . . . ≤ sn and a sufficiently large 
set of bins, each having capacity C , where sn ≤ C . The aim 
is to pack all the items into a minimal number m of bins 
B1, . . . , Bm so that for each Bi , the sum of the sizes of the 
items in Bi is at most C . Bi denotes both the ith bin and 
the set of items in that bin.

The items arrive in some order si1 , . . . , sin . The First-Fit
heuristic (FF) processes the items in this order: it starts 
by opening a bin B1 for item si1 . In a general step, when 
bins B1, . . . , Bk are already in use and the next item si j is 
considered, the algorithm puts si j into the first bin from 
B1, . . . , Bk where it fits if there is such a bin, otherwise 
it opens a new bin Bk+1. The First-Fit-Decreasing heuristic 
(FFD) consists of first sorting the items in non-increasing 
order of their size, and then performing FF in this order of 
the items. Both FF and FFD are known to be approximation 
algorithms for the bin-packing problem [6,7].

Let x, y be arbitrary real numbers. We call x a divisor 
of y and y a multiple of x if there exists an integer z such 
that x · z = y. This relation is denoted as x | y. The input 
of bin-packing is weakly divisible if si | s j holds for all 1 ≤
i < j ≤ n. If, in addition, also sn | C holds, then the input is 
strongly divisible.

The following known results about divisible inputs to 
bin-packing will be important.

Lemma 1 ([5], Fact 2). Let si be an item size in a weakly divisible 
input and let T be a subset of the items such that no item in T
has size larger than si but the sum of the sizes of the items in T
is at least si . Then, there is a subset T ′ ⊆ T such that the sum of 
the sizes of the items in T ′ equals si .

Theorem 2 ([5], Theorem 2). For weakly divisible inputs, the 
FFD algorithm always uses the minimal number of bins.
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